A set of images is acquired of a scene by a camera. The scene includes a moving object, and a relative difference of a motion of the camera and a motion of the object is substantially zero. Statistical properties of pixels in the images are determined, and a statistical method is applied to the statistical properties to identify pixels corresponding to the object.
METHOD AND SYSTEM FOR SEGMENTING MOVING OBJECTS FROM IMAGES USING FOREGROUND EXTRACTION

FIELD OF THE INVENTION

[0001] This invention relates generally to computer vision, and more particularly to segmenting objects from images, and more particularly to segmenting moving objects using foreground extraction.

BACKGROUND OF THE INVENTION

[0002] Segmenting an image of a scene into foreground and background parts is a fundamental task in many computer vision applications. Typically, the foreground part corresponds to an object in the scene. After the object has been segmented from the background, it is easier to perform subsequent tasks on the object, such as object recognition, composition, pose estimation, and positioning.

[0003] Background Subtraction

[0004] If the background is stationary or slowly varying, then the background can be estimated by applying a low pass filter, such as a mean or median filter, over an image sequence. A Gaussian mixture model (GMM) can also be used to model intensities of pixels associated with the background. After this is done, background subtraction can be accomplished by detecting the pixels that do not conform to the model of the background. Known color-, shape-, or motion-based prior probabilities for the foreground can improve the background subtraction.

[0005] Background subtraction can work well in some environments, such as surveillance applications, in which the majority of the pixels are associated with a static background, while a small number of pixels are associated with foreground objects that are moving. In scenarios where the camera is moving, e.g., a camera mounted on a robotic arm, the background pixels also change in intensity due to camera motion, and therefore conventional background subtraction cannot be used.

[0006] Intensity-Based Segmentation

[0007] Pixel intensities define appearance properties, such as color and texture, in the image. If the statistical properties of the foreground and background are sufficiently different, then an affinity model and a graph-based method can be used to segment the foreground from the background. Most graph-based methods define a graph in which vertices represent pixels, and the vertices are connected by edges. The affinity, or weight, of each edge depends on the locations and intensities of the two pixels that the edge connects. In general, adjacent pixels have a larger affinity, as do pixels with the same intensity properties. The spatial dependence is typically enforced using a Gaussian function on the Euclidean distance between the corresponding pixel locations. Similarly, color and texture-based dependence is enforced by using a Gaussian or similar weighting function over the difference in color or texture between the corresponding pixels. These and other costs are multiplied to compute an edge weight for each of the edges in the graph. A cost function can be used to find a "cut" on the graph to separate foreground and background pixels. The cost can be normalized to avoid small segments. This leads to a formulation called normalized cuts. Intensity-based segmentation does not work well on images that have a homogeneous appearance.

[0008] Model-Based Segmentation

[0009] In model-based segmentation, the appearance properties of the foreground are known a priori. This type of segmentation is frequently used for common objects, such as vehicles and people. Model-based approaches depend on the availability of an accurate model of the object(s) to be segmented from the background. These prior models of the foreground objects can be manually prepared, or determined by machine learning that identifies features that distinguish the objects from the rest of the image.

[0010] In general, prior art segmentation methods do not work well with dynamic scenes, homogeneous scenes, or images acquired by a moving camera.

SUMMARY OF THE INVENTION

[0011] The embodiments of the invention provide a method and system for segmenting a set of images into foreground and background parts. Note that "foreground" refers to pixels that are associated with a moving object, while "background" refers to pixels that are associated with the remainder of the scene.

[0012] In one embodiment, the foreground corresponds to a moving object in the scene, and the images are acquired by a camera having motion that is substantially identical to the motion of the object. For example, the camera and object are coupled to each other, either physically or logically. The segmentation uses statistical inference on properties of the pixels.

[0013] The invention is based on the following idea. Because the camera is moving along with the object, in the frame of reference of the camera, the object appears relatively motionless while the rest of the scene moves due to the camera motion. If the camera acquires multiple images during the motion, then the image features, e.g., color or intensity, of foreground pixels are relatively static, while the features of the background pixels change dynamically over time. If the camera moves during the exposure time of a single image, then in the result image, foreground pixels appear sharp while background pixels suffer from motion blur. This is in contrast with prior art background subtraction, in which the foreground generally has motion while the background remains static.

[0014] Conventional approaches to segmenting foreground pixels from background pixels typically use background subtraction or variations thereof. To use background subtraction, it is assumed that the background is stationary or static while the foreground is moving or dynamic. Since the foreground is moving in the camera's frame of reference, further processing such as registration is typically necessary even after the background has been subtracted.

[0015] In contrast, the invention uses foreground extraction. In our method, the background is assumed to be dynamic or moving with respect to the camera, and the foreground is static or stationary with respect to the camera. As a result, the extracted foreground can be directly used for higher-level computer vision tasks without the need for further low-level processing such as registration.

[0016] Because the object is stationary with respect to the camera, the features obtained from the object are not affected by motion of the object and the camera, making the features more reliable, more distinct, and more useful for further computer vision tasks such as pose estimation and object recognition.
It is assumed that the object to be segmented from the background is moving with some velocity (speed and direction), which can vary over time. In order to move the camera with the same velocity as the object, the camera can be physically or logically connected to the object, or the motion of the object can be measured.

The invention can be used in industrial applications where objects are moved by robot arms, by assembly line conveyor systems, or by other mechanical means such as dollies or tracks.

The invention enables the correct positioning of the object as the object is manipulated by automated equipment. For example, if the object is a vehicle part to be painted or drilled, the invention can be used in dynamically orienting the object or the tool for the current processing step. Similarly, the part can be positioned for a next processing step, such as assembly with other parts.

**BRIEF DESCRIPTION OF THE FIGURES**

FIG. 1A is a schematic of a system and method for segmenting an image according to embodiments of the invention;

FIG. 1B is a photograph of a robot arm and camera as shown in FIG. 1A;

FIG. 1C is a schematic of camera and object motions;

FIG. 2A is a flow diagram of a segmentation method according to embodiments of the invention;

FIGS. 2B-2C are images of a scene acquired respectively without and with camera motion during an exposure time of a single image; and

FIGS. 2D-2E are edge images corresponding to the images in FIGS. 2B-2C.

**DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS**

FIGS. 1A-1B show a system 100 and method 200 for segmenting a set of images 110 acquired of a scene 120. As defined herein, the set of images can include one or more images, where a temporal sequence of images is equivalent to a video. It is understood that the invention can operate on a single image.

The scene includes an object 125. The system also includes a camera 130 having an output connected to a processor 140. The processor includes input/output interfaces and memories as known in the art. The processor performs steps of a method 200 according to embodiments of the invention.

In an example industrial application, the robot picks parts from a bin 180 or from a moving conveyor belt 190. In one embodiment, the camera is arranged on a robot arm 150. The robot arm includes end effector 160 for holding the object. Foreground extraction is performed on the object that is held by the end effector. We are interested in determining the pose of the object that is held by the end effector, after the object has been picked up, so that the object can be positioned into the correct pose for the current or next stage of the industrial process.

The movement of the object is directly coupled to the motion of the camera. The robot arm is moved such that a relative difference between a motion of the object and a motion of the camera is substantially zero. The motion of the object can be known or unknown. It should be noted that the camera could be mounted on any part of the robot arm, as long as the relative motion between the camera and the object is substantially zero. It should also be noted that the invention can work for a single image when there is camera motion during the exposure time of the image.

In another embodiment, the camera is mounted on a first robotic arm, the object is held by an end effector mounted on a second robotic arm, and the arms move in parallel and in unison. In this case, the motion of the object is typically known or measured, and foreground extraction is performed on the object that is held by the end effector.

Alternatively, foreground extraction can be performed on an object that is arranged on the moving conveyor belt. In this case, we are interested in estimating a pose of the object on the conveyor belt. As defined herein, the 6D-pose is a combination of the translational (x, y, z) location and angular (θ, ϕ, ψ) orientation of the object.

After the pose of the object is determined, the pose can be used for the current or next stage in the industrial process, which can involve picking up the object, positioning the object, or using a tool on the object, such as a spray gun, a welder, drill, or grinder. The camera can be mounted on the robot arm, on the conveyor belt, or elsewhere, as long as the relative motion between the camera and the object is substantially zero.

There are numerous ways to ensure that the difference in relative motion is substantially zero. The motion of the camera and object can be directly coupled, the motion of the object can be known, or the motion of the object can be unknown but measured or estimated. It is understood that multiple cameras can also be used. The background 170 in the scene can be cluttered.

As shown in FIG. 1C, the motion 101 of the camera and the motion 102 of the object can be complex. After the object has been segmented, computer vision tasks such as object recognition and pose estimation can be performed on the segmented object.

FIG. 2A shows the steps of the method 200. A set of images 110 of the scene including one or more objects of interest is acquired by the camera 130. A relative difference 215 between a motion 211 of the object and a motion 212 of the camera is substantially zero 216. In other words, the velocities and directions of the motion of the object and the motion of the camera are substantially the same, although the motions can be displaced from each other. The acquired set of images is used to determine 220 statistical properties 225 of the pixels. A statistical method is applied 230 to the statistical properties 225 to extract the pixels 231 that are associated with the object or foreground. The remaining pixels 232 are associated with the background. It should be noted that the statistical method can be implemented as hardware using, for example, a micro circuit.

When the camera and object move during an exposure time of one image, as shown in FIG. 2C, pixels corresponding to the foreground object appear sharp, while background pixels are subject to motion blur. The spatial properties of pixels differ between the foreground and background pixels. The foreground pixels tend to exhibit higher spatial gradients and a higher spatial frequency. Therefore, the pixels corresponding to the foreground can be extracted from the image based on this difference of the statistics of the spatial properties. In FIG. 2E, for example, a Canny edge filter was applied to the image in FIG. 2C. Because only the
foreground object was stationary with respect to the camera, only pixels associated with the foreground are extracted by the filter.

In this image, the entire scene, including both the foreground and background, appears sharp, which makes it difficult to segment the foreground from the background based on the spatial properties of pixels. FIG. 2D shows the edge image obtained by applying the Canny edge filter with the same parameters as used for FIG. 2E. In this case, the filter is unable to distinguish between pixels associated with the foreground and the background.

In the case that the set of images only includes a single image, the embeddings of the invention assume that there is motion of the background with respect to the camera during the exposure time of the image so that the foreground object can be extracted from blurred background.

When the set of images includes a temporal sequence of images, the motion assumption for a single image can be relaxed. In fact, there does not need to be any apparent motion in a single image. In this case, the assumption is that there is apparent motion in the background across the sequence, and the observed motion across the set of images at different times can be used for our foreground extraction, because the foreground appears static across all the images, while the background changes dynamically from one image to the next.

In this case, instead of using spatial statistical properties of each pixel in an individual image, the method uses statistical properties of each pixel (x, y) across the set of images, as the properties dynamically vary over time.

Let I(x, y, i) represent the intensity of a pixel (x, y) in the i-th image of the set of images. If multiple RGB channels are used, then the intensities represent color. We use l(x, y, i) to refer to the intensities of the pixel at location (x, y) in the set of images. Similarly, let g(x, y, i) represent a feature or combination of features of pixel (x, y) in image i, and let g(x, y, i) refer to the feature values of pixel (x, y) across all images in the set.

Examples of such features include, but are not limited to, any combination of intensity, spatial or temporal gradient of intensity, and spatial, temporal, or spatio-temporal frequency of intensity.

S is a set of all the pixels in the set of images. It is desired to partition the set S into a set F of the "foreground" pixels and a set B of the "background" pixels.

These sets are related as follows:

S = F ∪ B, where ∪ is a union operator;
F ∩ B = {}, where ∩ is an intersection operator and {} is a null set; and
F = { (x, y) | g(x, y, i) > g(x, y, j) for all pairs of images [i, j] in the set of images.}

For each pixel associated with the object, one can consider the features at that pixel across the images in the set as being samples drawn from a distribution p, whose statistical properties are known, estimated, or modeled. For pixels associated with the background, it can be the case that no simple model can be derived because background pixels correspond to parts of the scene that move with respect to the camera.

In many cases, where it is difficult or impossible to obtain a specific background model, the potential arbitrary variation of features across the set of images for pixels associated with the background is much greater than the variation of the same features for the foreground pixels. Therefore, we apply the statistical method to this statistical difference between the distribution of features of pixels across the images in the set.

For example, the set of foreground pixels F can be identified according to the statistical properties by considering the statistics of each pixel and performing the following hypothesis test for each pixel:

Null Hypothesis H₀: The features g(x, y, i) are drawn from a foreground distribution p(x, y).
Alternative Hypothesis H₁: The features g(x, y, i) are not drawn from the foreground distribution p(x, y).

The hypothesis test is solved by using a likelihood on a pixel that the feature values are drawn from the foreground distribution p(x, y):

\[(x, y) \text{ is in the set } F \text{ if } P(g(x, y, i) | F) > T\]

and

\[(x, y) \text{ is in the set } B \text{ if } P(g(x, y, i) | B) \leq T,\]

where the threshold T can be determined using a desired false alarm rate (FAR). The FAR refers to a fraction of pixels that are erroneously associated with the foreground.

In a convenient special case, the feature values are defined as the intensities of the pixels, and the foreground distribution p(x, y) is modeled as a normal (Gaussian) distribution whose variance is constant for all foreground pixels. That is, for each pixel (x, y) in the set F, its intensities I(x, y, i) are drawn from the normal distribution \[N(\mu(x, y), \sigma^2)\]
where \(\mu(x, y)\) is the mean intensity of this distribution, and \(\sigma^2\) is the variance of intensity, which models small variations in intensity due to factors such as sensor noise and quantization noise. In this case, the hypothesis test can be derived as follows.

The standard deviation \(s\) estimated from pixel intensities at a particular pixel (x, y) is

\[s(x, y) = \sqrt{\frac{1}{M-1} \sum_{i=1}^{M} (I(x, y, i) - m(x, y))^2},\]

where M is the number of images used to compute this statistic, and \(m(x, y)\) is the estimated mean:

\[m(x, y) = \frac{1}{M} \sum_{i=1}^{M} I(x, y, i).\]

Then, the partitioning of pixels into sets F and B is performed according to:

\[(x, y) \text{ is in the set } F \text{ if } s(x, y) < T; \text{ and}\]

\[(x, y) \text{ is in the set } B \text{ if } s(x, y) \geq T.\]

It is also possible to do a "soft" segmentation probabilistically, using a Bayesian framework, instead of the binary ("hard") segmentation described above. Another variation of the method partitions the images into smaller parts, and then applies the segmentation on each part independently.

EFFECT OF THE INVENTION

The motion of the object and the camera can be arbitrarily fast and complex, as long as the relative motion...
between the camera and the object is substantially zero. In addition, the structure and textural properties of the scene and object need not be restricted.

Although the invention has been described with reference to certain preferred embodiments, it is to be understood that various other adaptations and modifications can be made within the spirit and scope of the invention. Therefore, it is the object of the appended claims to cover all such variations and modifications as come within the true spirit and scope of the invention.

We claim:
1. A method for extracting pixels from a set of images, comprising a processor for performing steps of the method, comprising the steps of:
   acquiring the set of images of a scene with a camera, wherein the scene includes an object having motion, and a relative difference of a motion of the camera and the motion of the object is substantially zero;
   determining statistical properties of pixels in the set of images; and
   applying a statistical method to the statistical properties to identify the pixels corresponding to the object.
2. The method of claim 1, wherein the camera is mounted on a robot arm, and the robot arm is holding the object using an end effector.
3. The method of claim 1, wherein a robot arm is used in a bin-picking application.
4. The method of claim 1, wherein the object is held by an end effector that is mounted on a first robot arm, the camera is mounted on a second robot arm, and the camera and object move in parallel.
5. The method of claim 1, wherein the object is arranged on a moving conveyor, and the camera is moved with a velocity of the object.
6. The method of claim 1, wherein the statistical properties measure spatial variations of the pixels.
7. The method of claim 6, wherein the spatial variations include spatial gradients or spatial frequency of intensity or color of the pixels.
8. The method of claim 1, wherein the pixels associated with a background of the scene are subject to motion blur while the pixels associated with the object appear static.
9. The method of claim 6, wherein the determining further comprises:
   classifying the pixels by thresholding the spatial variations of the pixels.
10. The method of claim 6, wherein the determining further comprises:
     evaluating jointly the spatial variations of the pixels.
11. The method of claim 1, wherein each pixel has an intensity in each image, and wherein the determining further comprises:
     applying a Canny edge detector to the intensities in each image.
12. The method of claim 1, wherein the statistical properties are based on a distribution of features at each pixel as the features vary across the set of images.
13. The method of claim 12, wherein the features include combinations of intensity, color, spatial gradient of intensity or color, or spatial frequency.
14. The method of claim 1, wherein S is a set of all the pixels in the set of images, F is a set of foreground pixels, and B is a set of background pixels, and g(x, y, i) represents features of the pixel (x, y) in the i\textsuperscript{th} image such that
   \( S = F \cup B \), wherein \( \cup \) is a union operator;
   \( F \cap B = \{ \} \), wherein \( \cap \) is an intersection operator and \( \{ \} \) is a null set; and
   if the pixel \((x, y)\) is in the set \( F \), then \( g(x, y, i) \in g(x, y, j) \) for all pairs of images \( \{i, j\} \) in the set of images.
15. The method of claim 1, wherein the set of images is a temporal sequence.
16. The method of claim 15, wherein the statistical properties measure variations in temporal features of the pixels.
17. The method of claim 16, wherein the temporal features include temporal gradients or temporal frequency of intensity or color.
18. The method of claim 15, wherein the statistical properties measure spatial-temporal features or a combination of spatial features and temporal features.
19. The method of claim 14, wherein the statistical method is a hypothesis test comprising:
   a null hypothesis \( H_0 \), such that the features \( g(x, y, \ast) \) are drawn from a foreground distribution \( p_f(x, y) \); and
   an alternative hypothesis \( H_1 \), such that the features \( g(x, y, \ast) \) are not drawn from the foreground distribution \( p_f(x, y) \).
20. The method of claim 19, further comprising:
   evaluating the hypothesis test by thresholding a likelihood that the features are drawn from the foreground distribution \( p_f(x, y) \), and
   \( (x, y) \) is in the set \( F \) if \( P(g(x, y, \ast) | F) > T \)
   and
   \( (x, y) \) is in the set \( B \) if \( P(g(x, y, \ast) | B) \leq T \),
   where \( T \) is a threshold.
21. The method of claim 20, wherein the features are intensities \( I(x, y, \ast) \) of each pixel \((x, y)\), the foreground distribution \( p_f(x, y) \) is modeled as a normal distribution with a constant variance for all foreground pixels, a standard deviation \( s \) estimated from the intensities of a particular pixel \((x, y)\) is
   \[
   s(x, y) = \sqrt{\frac{1}{M-1} \sum_{i=1}^{M} (I(x, y, \ast) - m(x, y))^2}
   \]
   where \( M \) is a number of images used to compute the standard deviation and \( m(x, y) \) is a mean:
   \[
   m(x, y) = \frac{1}{M} \sum_{i=1}^{M} I(x, y, \ast)
   \]
   and a partitioning of the pixels into the set \( F \) and the set \( B \) is performed according to:
   \( (x, y) \) is in the set \( F \) if \( s(x, y) < T \); and
   \( (x, y) \) is in the set \( B \) if \( s(x, y) \geq T \).
22. The method of claim 1, wherein the statistical method is Bayesian.
23. The method of claim 1, further comprising:
   determining a current pose of the object using the pixels identified with the object.
24. The method of claim 23, further comprising:
   positioning the object from the current pose to a desired pose.
25. The method of claim 1, wherein the statistical properties are probabilistic, and wherein the statistical method is used to estimate a confidence of a classification of each pixel as being associated with a foreground or a background.

26. The method of claim 1, wherein the camera and the object move during an exposure time of a single image.

27. A system for extracting pixels from a set of images, comprising:
   a camera configured to acquire the set of images of a scene, wherein the scene includes an object having motion, and a relative difference of a motion of the camera and the motion of the object is substantially zero;
   means for determining statistical properties of pixels in the set of images; and
   means for applying a statistical method to the statistical properties to identify the pixels corresponding to the object.

28. The system of claim 27, further comprising:
   a robot arm, wherein the camera is arranged on the robot arm, and wherein the robot arm further comprises:
   an end effector for holding the object.

* * * * *