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The Data Processing Theorem

The Data Processing Theorem compares the Kullback-Ledi¢ance (relative entropy) be-
tween the probability distributions of two inputs to a syst® the distance between the cor-
responding output distributions. The Data Processing fdmacays the ratio of the output
distance to the input distance must be less than or equaleto SumpposeX,, is a sequence of
statistically independent Gaussian random variablesngas®me mean and variang&. The
“system” simply addsV,,, white Gaussian noise statistically independent of thetimaving
zero mean and varianes;, to produce the output,, = X,, + N,.. Here we explore the Data
Processing Theorem when the input distributions diffey amkheir means.

(& If X,, has meann, or my, what is the ratio of the output to the input Kullback-Leible
distances?

(b) The Data Processing Theorem does not suggest whether tecHraincrease or decrease
the ratio of distances. Suppose

YTL :CLYn_l +Xn+Nn 9

indicating the previous output modifies the value of eachienuroutput. Fory,, to be
stationary, the coefficient must satisiyy < 1. What is the ratio of Kullback-Leibler
distances between the output and input values at some tides ip? Can the ratio be
greater than one?

(c) More generally, we can study = A (X-+N), which represents a more general expression
for feedback. Assume tha\l is an invertible matrix and thak and N are Gaussian
random vectors, statistically independent of each oth#r edvariance matrices: I and
031, respectively. As beforéY has zero mean and the meardofassumes two possible
values. What is the ratio of Kullback-Leibler distanceswesn the output and input
vectors? Comment on your answer in light of your result fat (ia).



