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Abstract

The Kullback-Leibler distance between two probability densities that are parametric perturbations of each other is
related to the Fisher information. We generalize this relationship to the case when the perturbations may not be small
and when the two densities are non-parametric.
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I. INTRODUCTION

CONSIDER a parametric density ���� �� defined over a probability space � parametrized by � � IR. The

Kullback-Leibler distance between ���� ��� and ���� ��� is given by [2, 3, 6]
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When �� � �� � Æ� with Æ� a perturbation, the Kullback-Leibler distance is proportional to the density’s Fisher

information [6].
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where � ��� is the Fisher information [5, Page 158] of ���� �� with respect to the parameter �.
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Said another way, equation (1) means that the second derivative of the Kullback-Leibler distance equals the Fisher

information.
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Note that this relation (to within a constant of proportionality) applies to all Ali-Silvey distances [1] and others as well.

In this correspondence we generalize the relation between Kullback-Leibler distance and Fisher information when the

condition Æ� small may not hold and when we do not have parametric densities.

II. RESULTS

Consider two probability density functions ����� and ����� defined on a probability space �. As mentioned above

they could be arbitrary densities, not necessarily defined by an underlying parametric density. The only condition
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required in subsequent results is that the second and third moments (� � �� 	) of the log-likelihood ratio with respect

to �� and �� are finite. �
�
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Employing the Cauchy-Schwartz inequality, we find that
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which means that our second-moment conditions imply that �������� � �; similar considerations show that

�������� � �. Because the Kullback-Leibler distances are finite, our second-moment conditions mean that �����

and ����� have common support: �� � �� ����� � 
 �� ����� � 
 and vice versa. Hence, the following

parametric density is well defined.
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The density �� is well known in the literature as the exponential twist density [2]. The normalizing function 	� is a

strictly convex function and 
 � 	� � � over 
 � 
 � � [2, 3]. With 
 the parameter of the density, �� can be considered

a curve on the manifold of probability densities connecting �� and ��, which are arbitrary save for conditions (4). This

curve starts at �� with the curve’s parameter 
 equaling zero and ending at �� with 
 � �. When � is a simplex, �� is

the geodesic connecting the two densities [3]. Under the second-moment conditions (4), �� is the geodesic even when

� is not a simplex [4]. However, for the present correspondence, this fact is not used.

Important here is the Kullback-Leibler distance between two densities �� and �� on the geodesic.
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Result 1: Under conditions (4), if we define the Fisher information of ����� at 
 as
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then � �
� �� and � ��
� exists �
 � �
� ��.

To prove that the Fisher information is always finite, we find that the derivative � �������
�� equals
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Substituting into equation (8) and simplifying gives
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Let �	 denote the set of all � � � such that ����� � �����. Similarly, let �� denote the set of all � � � such that

����� � �����. The first integral in (9) equals,
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Notice that over �	, �����
�����

� � and over ��, �����
�����

� �. Thus, using the second-moment conditions (4) and the fact

that 	� � 
 for �
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Similarly, the second part of the right-hand side of equation (9) is also finite. Thus � �
� ��, proving the first part

of the result. The differentiability of the Fisher information follows because the derivative can be taken inside the

integrals in (9) and �� is differentiable. The derivative � ��
� is finite if we assume the third-moment condition in (4).�

The following three results relate the Kullback-Leibler distance between densities on the geodesic (7) and the Fisher

information (9).

Result 2: Derivatives of the Kullback-Leibler distance with respect to the first argument’s parameter depend on the

Fisher information.
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To show this, consider
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Differentiating both sides with respect to 
,
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Comparing this expression with (9), which gives us (10). Evaluating the derivative of (10) yields
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Evaluating at 
 � � gives the result (11) that the second derivative of the Kullback-Leibler distance equals the Fisher

information, thereby generalizing (3). �

Note that results (10) and (11) describe relationships between Fisher information and derivatives with respect to

the geodesic curve parameter of the first argument of the Kullback-Leibler distance. The Kullback-Leibler distance is

generally not a symmetric function of its arguments and is not a symmetric function of densities along the geodesic.
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Result 3: The integral form of the differential results 2 is
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Integrating equation (10) and noting�������� � 
 proves this result. �

Thus the Kullback-Leibler information between any two densities satisfying equation (4) is related to the integral of

the product of the Fisher information and the parameter 
 along the geodesic curve in equation (6).

Result 4: The sum of the Kullback-Leibler distances between �� and ��, known as the 
-divergence [5], equals the

integral of the Fisher information along the geodesic connecting �� and ��.1
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To show this result, reparametrize equation (6) with � � �� 
 and use a derivation similar to above to yield

�������� �

� �

�
�� ��� �� �� �

� �

�
��� 
�� �
� �


Adding (13) gives the result. �

III. CONCLUSIONS

The fundamental relation (3) between the Kullback-Leibler distance and Fisher information applies when we con-

sider densities having a common parameterization. This result also applies when � represents a parameter vector, with

the second mixed partial of the Kullback-Leibler distance equaling the corresponding term of the Fisher information

matrix. Here, we have generalized (3) to the case of non-parametric densities by considering the behavior of the

Kullback-Leibler distance along the geodesic connecting two densities. In addition, we have found new properties

relating the Kullback-Leibler distance to the integral of the Fisher information along the geodesic path between two

densities. Because the Fisher information corresponds to the Riemannian metric on the manifold of probability mea-

sures, we see that its integral along the geodesic is the 
-divergence. Unfortunately, this quantity cannot be construed

to be the distance between �� and �� [4].

�Acknowledgement to Srinath Hosur, Texas Instruments, for pointing out this equality.
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