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Relevance-Based Feature Extraction
for Hyperspectral Images
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Abstract—Hyperspectral imagery affords researchers all dis-
criminating details needed for fine delineation of many material
classes. This delineation is essential for scientific research ranging
from geologic to environmental impact studies. In a data mining
scenario, one cannot blindly discard information because it
can destroy discovery potential. In a supervised classification
scenario, however, the preselection of classes presents one with
an opportunity to extract a reduced set of meaningful features
without degrading classification performance. Given the complex
correlations found in hyperspectral data and the potentially large
number of classes, meaningful feature extraction is a difficult
task. We turn to the recent neural paradigm of generalized
relevance learning vector quantization (GRLVQ) [B. Hammer
and T. Villmann, Neural Networks, vol. 15, pp. 1059-1068, 2002],
which is based on, and substantially extends, learning vector
quantization (LVQ) [T. Kohonen, Self-Organizing Maps, Berlin,
Germany: Springer-Verlag, 2001] by learning relevant input
dimensions while incorporating classification accuracy in the cost
function. By addressing deficiencies in GRLVQ, we produce an
improved version, GRLVQI, which is an effective analysis tool
for high-dimensional data such as remotely sensed hyperspectral
data. With an independent classifier, we show that the spectral
features deemed relevant by our improved GRLVQI result in a
better classification for a predefined set of surface materials than
using all available spectral channels.

Index Terms—Feature extraction, hyperspectral image compres-
sion, joint classification and compression, learning vector quanti-
zation (LVQ).

I. INTRODUCTION

YPERSPECTRAL images have hundreds of bands where
Ha single remotely sensed scene can be greater than 100
MB in size. Due to complex correlations, the number of poten-
tial clusters, and the intricacy of cluster and subcluster relation-
ships, compounded with the volume of data, classification of
hyperspectral imagery is difficult. One way to potentially make
the classification problem easier is to do meaningful feature ex-
traction. Successful feature extraction will suppress superfluous
signal content while preserving signal information important
to maintain the classifier’s ability to correctly identify material
classes of interest. Processing with a reduced set of features also
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has the distinct advantage of reducing processing time, storage
requirements, and transmission time and bandwidth.

A number of previous works addressed feature extrac-
tion versus classification performance for hyperspectral data.
Benediktsson et al. extract 35 spectral features from 224 bands
of a hyperspectral scene using a uniform feature design method
coupled with decision boundary feature extraction (DBFE) [3].
Features are cascaded to the input of a backpropagation neural
network [3] for classification. Classification accuracy with
the 35 features is, in principle, as good as using all available
features for the nine material classes they studied. However,
they do not support this claim with a benchmark classification
using all spectral channels. As a result, the true quality of the
extracted features remains unknown. Moon and Merényi select
the largest magnitude wavelet coefficients from a remotely
sensed hyperspectral scene where the resulting spectral features
are used in a hybrid neural network [4] for classification.
Although using the largest magnitude wavelet coefficients is a
common practice in signal compression, this method of feature
selection does not show a clear trend between the number of
retained features and the achieved classification accuracy for
the 13-class problem they evaluated. This study is backed by
an earlier benchmark classification by Merényi et al. using the
same hybrid neural architecture on all available (158) spectral
features [5]. Zhang et al. decompose soil spectra using wavelets
where the subband energy is used as a feature set [6]. The
extracted features are in turn used in a maximum-likelihood
(ML) classifier. The degradation of classification accuracy
from a three-class problem of major soil texture types to a more
difficult 12-class soil texture problem (each major soil texture
type having four subclasses) indicates that wavelet subband en-
ergy is not an adequate feature set. Each of the works described
previously use a different method for feature extraction and
different classifiers. They exhibit a common problem: feature
extraction is not optimized for classification. Both functions
are accomplished independently of each other.

Oehler and Gray [7] note that some joint compression and
classification schemes optimize the compression of several dif-
ferent signals (e.g., in speech processing) where the compressor
yielding the smallest distortion indicates the class to which the
signal belongs. Others optimize for compression first, using the
compressed output as the input to a classifier that minimizes the
probability of error. Oehler and Gray present a true joint com-
pression and classification system that uses a learning vector
quantization (LVQ) [2] algorithm to minimize a distortion func-
tion which includes a squared error term and a Bayes risk term
[7], where a parametric model for the posterior class probabil-
ities is required. If posterior class probabilities are unavailable,
one must be satisfied with suboptimal results where the distor-
tion function reduces to the squared error term only.
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Not all classifiers are well suited for classifying hyperspec-
tral data. Accurate density models for remotely sensed hyper-
spectral images do not necessarily exist. We are unable to use
methods such as that of Oehler and Gray [7] for this reason.
Classifiers based on class covariance (e.g., ML) are not viable
options because there is seldom enough training samples. This
problem is especially severe when classifying rare classes where
training samples are scarce. Often in cases where samples are
plentiful, covariance methods still do not work well for hyper-
spectral data (see, e.g., [8] and [9]) for lack of prior probabilities.

Generalized relevance learning vector quantization (GRLVQ)
is a recent supervised neural learning paradigm [1] extending
the developments by Sato and Yamada [10] on generalized
learning vector quantization (GLVQ). One may describe
GRLVQ as a classification-driven feature extraction algorithm
which discovers those features important for classification.
Supervised neural learning paradigms, such as LVQs, are
desirable because they are robust to noisy and incomplete data,
do not require parametric models, and are optimal in the sense
of minimizing the Bayes risk.

II. GENERALIZED RELEVANCE LEARNING VECTOR
QUANTIZATION

LVQ and its variants [2] are supervised neural learning al-
gorithms that are particularly powerful for classifying high-di-
mensional data sets with complicated class structure. Prototype
vectors are the trained quantities in an LVQ that learn a given
representation of the class to which they are assigned. During
the learning process, an LVQ iteratively adjusts the prototype
vectors in a fashion that defines class boundaries while mini-
mizing the Bayes risk. Variants of LVQ based on LVQ2.1 [2],
differentially shift the decision boundary by adjusting an in-class
and an out-of-class prototype vector at each iteration. LVQs be-
long to a class of maximal-margin algorithms that maximize the
hypothesis margin [11], and certain forms of LVQ (GLVQ and
GRLVQ, for example) are gradient—descent algorithms with the
following general weight update form [12]:

w(t+1) = w(t) — () VO(w(t)) 1)

where C'(w(t)) is the function we wish to minimize, €(¢) is the
learn parameter, and w(t) is the state of the prototype vector at
time ¢.

GLVQ by Sato and Yamada [10] improves the class boundary
approximation of LVQ2.1 by incorporating classification ac-
curacy in the cost function C. Hammer and Villmann extend
GLVQ by learning a weighting of the input dimensions for clas-
sification. Let us facilitate our discussion of GRLVQ by defining
variables similarly as in [1].

* Define the training sample set as {z™,y™}M_, € {R" x
R}. There are M samples = with n dimensions and class
labels y.

 Define {W} as the set of all prototype vectors and denote
by w’ € {W} the best-matching in-class prototype vector
with class label y™, the same as that of the input sample
™. The number of prototypes for class y™ is P and pro-
totypes in class y™ are indexed by p = {1,..., P}. Fur-
ther define w™ as the best-matching out-of-class prototype
vector with class label " # y™.

+ Define d’ and d¥ as the squared Euclidean distance be-
tween the input sample 2™ and prototype vectors w” and
w’, respectively. The notation d? is the squared Euclidean
distance between prototype vector p = {1,..., P} with
class label 4™, and the sample ™.

* Define A = (A1, A2, ..., A,,) as an n-dimensional vector of
relevance factors and A as a diagonal matrix with A;; = A;
where s = {1,...,n}.

* Define the weighted squared Euclidean distance between
the input sample 2™ and prototype w” and w* as df and
df , respectively, where A indicates relevance factors used
in the Euclidean distance calculation.

* Define u(z™) as the misclassification measure.

* Define f(p(z™)) as the loss function.

* Define C as the cost function.

There are two aspects to the gradient—descent problem of (1).
The first is to define a misclassification measure to represent a
correct versus wrong classification. Sato and Yamada define the
misclassification measure as

dJ _ dK
p(z™) = (dJ + dK> ) @)

In (2), (x™) is a normalized distance bounded by —1 and 1.
This definition has a nice numerical interpretation of how well
the current sample was classified. A correct classification occurs
if u(x) < 0 and the sample is classified perfectly if u(z) = —1.
Similarly, a wrong decision is made if p(z) > 0.

The second aspect is to define a differentiable loss function
that takes into account the misclassification measure p(z). Sato
and Yamada define the loss function as

1

f(u(z™)) = T o=r@™
1

= E &)
1+ ¢ (Tvar)

Using the sigmoid function as the loss function [see (3)] has
the distinct advantage of having a derivative that is a function of
itself

F'u(z™)) = Fp(™))L = f(u(=™))]
e_(%)

- dJ _dK 2 (4)
(14 &)

The cost function C minimized in (1) is a simple sum of the
losses for each sample [10]

C =" fluzm™)). )

Hammer and Villmann [1] use as the basis for their algorithm
the misclassification measure, loss function, and cost function
described previously. The behavior of the algorithm is changed
if using a different loss function or if changing the misclassifi-
cation measure (see, e.g., [13] and [14]).

Authorized licensed use limited to: Rice University. Downloaded on June 15, 2009 at 13:33 from IEEE Xplore. Restrictions apply.



660

A. Winner Selection in GRLVQ

The winning prototype vector c is the prototype vector se-
lected as

¢ = arg min <Z i (] — w3)2> . (6)
q i=1

Winner selection varies depending on the form of LVQ. For
all variants of LVQ, except GRLVQ, prototypes are chosen
based on (6), where \; = 1 forz = 1,...,n. That is, each
dimension is equally weighted. In LVQI1, the single proto-
type globally minimizing the distortion in (6) is selected as the
winner. For LVQ3, winner selection chooses the two prototypes
with the smallest resulting distortion where update rules are for-
mulated based on class membership. In LVQ2.1 variants, such
as GLVQ, winner selection yields the in-class and out-of-class
prototype vectors resulting in the smallest distortion for proto-
types with label y™ and prototypes with label y" # y™. These
are prototypes w” and w’, respectively. Winner selection in
GRLVQ follows that of LVQ2.1 and GLVQ. For GRLVQ, the
Euclidean distance is weighted using the relevance factors \;

df =3 N (2" — )’ (7
i=1

A =3\ (o - wk)?. ®)
=1

B. Prototype Updates

Prototype vectors learn in an iterative fashion to define
boundaries between neighboring classes. GRLVQ uses the
differential shifting prototype update strategy of LVQ2.1 [2].
The best-matching in-class prototype (w”) is moved toward
the sample and the best-matching out-of-class prototype (w¥)
is moved away from the sample, regardless of a correct or
incorrect decision. Following the gradient—descent form of (1),
updates for the in-class and out-of-class winning prototype
vectors in [1] are

J g1 K
4e(t)" f |/A(a::”)2d>\ A
(@] +df)
46(t>Kfl|u(a:’" )di

(df +d5)?

Aw’ =

—w”) 9)

Avw® = — A(z™ — w™)

(10)

where the loss function f is the sigmoid function of (3), f’ is
the derivative of the sigmoid function (4), €(¢)” is the in-class
learn rate, and €(#)X is the out-of-class learn rate.

C. Relevance Updates—Emphasizing Relevant Input Features

Relevance factors hold the potential for dimensionality reduc-
tion by learning input dimensions important for classification.
They indicate the importance of each dimension by assigning a
weight. Larger weights indicate that the corresponding input di-
mensions are more important than those input dimensions with
smaller weights. We can select the most important input fea-
tures to achieve a good classification by ordering features based
on relevance.
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The relevance factor updates are found via gradient descent in
[1], similar to the prototype vector updates, giving the following
update rule:

260 |naryd (27" — i)
A); = max < — ; Py
(5 + dX)
26tA/ _rmd'] ﬂl'm_wK
S (T I
(af + df)
Relevance factors are scaled such that ||[A||; = 1 in order to

avoid numerical instabilities [1]. Although it does not matter
which norm is used, we choose the /1 -norm because it may have
a convenient interpretation as a probability.

III. IMPROVEMENTS TO GRLVQ FOR HIGH DIMENSIONS

In our analysis of GRLVQ, three issues emerge. By ad-
dressing them, increased convergence speed and classification
accuracy result. First, we discover a flaw with the prototype
update rule when a sample is classified correctly. This flaw,
discussed in Section III-B, can cause prototypes to diverge.
Our improved learning rule solves the divergence problem and
decreases training time. Second, we find that GRLVQ suffers
from poor prototype utilization where many of the prototypes
never win the competitive selection process. In Section III-C,
we offer an adaptation of DeSieno’s conscience mechanism
[15] to the competition resulting in a significant increase in
classification accuracy. In the closing remarks of [1], Hammer
and Villmann suggested the possibility that a maximum entropy
approach could bring improvements to GRLVQ. Finally, we
discuss the setup and initialization of LVQ classifiers. We
suggest that the proposed maximum entropy prototype update
strategy (i.e., DeSieno’s conscience mechanism) can alleviate
the need for time consuming prototype vector initialization
schemes. Throughout our discussion, we will refer to our
improvements to GRLVQ as GRLVQ-improved (or GRLVQI
for short). We will use GRLVQ when referring to the work by
Hammer and Villmann.

A. Analysis of LVQ2.1 and GRLVQ Update Windows

GRLVQ uses the differential shifting prototype update
strategy of LVQ?2.1 discussed in Section II-B. In Kohonen’s
treatment of LVQ2.1, a window is used to promote develop-
ment of the decision boundary. Both in-class and out-of-class
prototypes are updated if and only if the following condition
holds [2]:

min ”dK7“dJ D

where D is the width of a window centered about the mid-
point of the best-matching in-class and best-matching out-of-
class prototype vectors (w” and w’€, respectively). The value D
is a percentage of the Euclidean distance between w” and w™ .
As an example, a window of width D = 0.5 occupies 50% of
the distance between w”/ and w’ centered at (w” + w’)/2. Al-
though the window of LVQ2.1 is often viewed as a step function
about the midpoint of w” and w’ [2], [13], what is described
by (12) is different.

12)
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Window width D=0.3

Window width D=0.5

Window width D=0.2

Window width D=0.4

Fig. 1. Kohonen’s window for 2-D data. For inputs in the black regions, pro-
totype vectors are not updated; white regions are those areas where prototype
vectors are updated. Prototypes are indicated by white dots located in the black
regions.

We show the solution of (12) that results in updates to the
prototype vectors w”’ and w’ by deriving a closed formula.
In doing so, it is necessary to describe two boundaries, one for
the winning in-class prototype vector and one for the winning
out-of-class prototype vector.

For the in-class prototype w”, we define the boundary by
equating the left-hand side of (12) to the right-hand side. For
simplicity, we rewrite (1 — D) /(1 + D) as (a)/(b) where a =

(1 - D) and b= (1+ D). If the sample is correctly classified,
then (d”)/(d®) of (12) is the smallest
d?  1-D
d¥ 1+ D
_ 2
=5
Squaring both sides gives
d?  a?
K = i

In two dimensions, we can rewrite the previous equation as

(’wi] —11)1)2—|— (w‘ZI —332)2 _ a?

(w{(—xl)Q—i—( 5‘_1:2)2 b2.

After cross multiplying, collecting terms, and completing the
square, we have the equation for a circle that describes the up-
date boundary (about w?). The circular boundary is not centered

at w”; rather, it is centered at
aQw{( b w{ a wl — bvw
b2 b2 _ (12
with radius
2 2
a? w —b2w a’? w —b2w
b2 — a2 + b2 _ a2

b? (’wl‘] + w2‘]) —a? (w{‘ + wé()
N b2 — a2 ‘

Similarly, one can find the boundary for the out-of-class proto-
type vector by equating \/d¥ /d” to (a)/(b) and rearranging in
the form of (z1 — ¢)? + (x2 — d)? = e, where the center is
described by c and d and the radius by e.

For the two-class case, with a single prototype vector for each
class, (12) describes two spherical regions about each prototype
vector. Updates do not occur if the sample falls inside the spher-
ical regions. All samples lying outside the spherical regions re-
sult in updates to the prototypes. Prototypes are not located at
the sphere centers; they are eccentrically located in equal but
opposite directions (Fig. 1). For multiple classes with multiple
prototype vectors per class, the results are similar but are further
constrained by the Voronoi cells.

We rewrite the LVQ2.1 prototype updates to include indicator
functions that capture Kohonen’s update rule. That s, g5 ( - ) and
gk () in(13)and (14) evaluate to 1 if the condition in (12) holds

Aw” = e(t)gr(a™, w’ , w) (2™ — w”) (13)
AwK = _e(t)gK(xm7wJ7wK)(xm - wK)' (14)
In general, g;(z™,w”, w¥) and gx (2™, w’ , wk) are com-

posed of all the information in update rules (9) and (10) except
the learn rate and the difference between the prototype and the
input sample. A 2-D example of the Kohonen window is pre-
sented in Fig. 1 for varying window widths. Black regions of
Fig. 1 equate to gs(-) = gx(-) = 0, while white regions
equate to gy(-) = gix(-) = 1. Prototypes are indicated as
white dots in the black regions. Fig. 1 clearly shows that up-
dates to w” and w* not only occur when the sample falls within
a window about their midpoint, but also they are updated for a
wide range of input samples. It is unclear what effect the Ko-
honen window has on the development of the decision boundary
for samples lying outside the midpoint between w”’ and w’.
Perhaps this contributes to the divergence problem LVQ2.1 ex-
hibits.

Sato and Yamada’s generalization of LVQ2.1 [13] alleviates
the need of the windowing function as it is replaced by a
Gaussian-like window as part of the new update formulation.
In order to evaluate the effect of the GRLVQ update window,
we define the two windowing functions g;(-) and gx(-) of
(13) and (14) as

4d}\<f |u(mm)A

gr(x™ w’ W) = (15)
(df + df‘)
4d u a:m
gI{(wm,./wJ’wK) Af | ( ) (16)
(df + dK)

To provide some illustration, we consider a two-class problem
in one dimension. The in-class prototype (w”) and the out-of-
class prototype (w™) are fixed at locations —5 and 5 (indicated
by dots in Fig. 2). The values of the windowing functions g ( - )
and g (-) are plotted on the y-axis for different values of the
input sample ™ along the z-axis. Function values evaluated to
the left of the line defined by the input sample ™ = 0 are for
a correct classification whereas the function values evaluated to
the right are for a wrong decision. For the 1-D case, A= [\14] = 1.

For a correct decision, Fig. 2 shows that w?’ is moved much
closer to the sample than w® is moved away. For the extreme
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GRLVQ update window
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Our GRLVQ-Improved update window

Wrong
Classification

Correct
Classification .

gJ(xm,w‘J,wK) & gK(xm,w‘J,wK)

25 30 35 40

15 2

i n
-40 -35 -30 -25 -20 -15 -10 -5 0 5 10
Input Sample (x™)

Fig. 2. Effective update window for GRLVQ for 1-D data. The values of
gs(+) and gx (- ) along the y-axis are evaluated for fixed prototype locations
at —5(w) and 5(w), where the input sample 2™ varies along the x-axis. Solid
curves reflect updates to the in-class prototype vector (w”) and dashed curves
reflect updates to the out-of-class prototype vector (w’).

7 no update occurs to w’ . For a wrong de-

case when z™ = w

cision, w” is moved slightly closer to the sample whereas w* is
moved much further away. Prototype vectors are updated most
when the sample falls in the areas slightly skewed from their
midpoint. It is clear from the graphical representations of the
LVQ2.1 (Fig. 1) and GRLVQ (Fig. 2) windows that the latter
can be fine-tuned to better promote the development of the de-

cision boundary.

B. New Update Strategy

Our experimentation with GRLVQ reveals a flawed update
rule which can lead to the divergence of prototype vectors. We
attribute this divergence problem to a prototype being updated
as a winning out-of-class prototype more than it is updated as
a winning in-class prototype. This problem can occur if a class
with a large number of samples (class CI) shares a boundary
with a class with much fewer samples (class C2). In this ex-
ample, CI will have as its nearest out-of-class prototype(s), any
in-class prototype(s) of C2. Because C/ has more samples than
C2, C2’s prototypes will be moved further and further away
from the boundary. Class C2 having few samples will unsuc-
cessfully attempt to reposition its in-class prototypes to redefine
its boundary between itself and C1. We see that given the afore-
mentioned scenario, divergence can occur. Even if divergence
does not occur, it is easy to see that the current GRLVQ update
strategy can have a negative effect on the rate of convergence
because prototypes properly positioned may be moved unnec-
essarily.

Our in-class conditional update addresses the divergence
problem by changing the update strategy for correctly classi-
fied samples. We argue that it is only necessary to adjust the
out-of-class prototype if a sample is incorrectly classified. The
new update rule is then to move the in-class prototype towards
the sample and the out-of-class prototype away from the sample
only if a sample is misclassified. If the sample is classified

Wrong
Classification

Correct
Classification

gJ(xm,w‘J,wK) & gK(xm,w‘J,wK)

R |
-40 -35 -30 -25 -20 -15 -10 -5 0 5
Input Sample (x™)

Fig. 3. Effective update window for our improved GRLVQI. The values of
gs(+) and gx (- ) along the y-axis are evaluated for fixed prototype locations
at —5(w) and 5(w), where the input sample ™ varies along the x-axis. Solid
curves reflect updates to the in-class prototype vector (w) and dashed curves
reflect updates to the out-of-class prototype vector (w).

correctly, we adjust the in-class prototype towards the sample
and leave the out-of-class prototype unchanged. We can view
the effect of our update rule in Fig. 3.

One can additionally employ a time decay in the exponent
of the sigmoid function to emphasize the development of the
decision boundary. Our two windowing functions g;(-) and
gk (-) with a time decay term (7) are

o 4dKfl|u(:rm),TA

m J K
gr(z™ w’ wt T) = @+ dF)? (17)
. 4d” | uemy + A
o J K u(am),r
g (2™ w’ Wt T) = (@7 + dF)? (18)
where f’|,(zm) - is defined as
(™), 7) = f(u(@™), 7)1 = f(u(z™),7)]
(5:5)
e a7 +aK
- . (19)

2
<1 + e_(T ZlijJrZ;;))

Increasing 7 will cause the update window to converge from a
bimodal to a unimodal window about the midpoint of w”’ and
w’ (Fig. 4). As T — oo, the functions g(-) and gx (- ) con-
verge to functions similar to a degenerative Gaussian (i.e., a
Gaussian with infinitely small variance). In this extreme case,
the update window would consist of a single point positioned at
(w’ +wk)/2.

Sato and Yamada [13] suggest using a constant learn rate,
starting with large windows and shrinking with increasing
training time. While this would affect the width of the window
and perhaps enhance the development of the classification
boundary, decreasing the learning rate is a good idea to control
how far a prototype can be adjusted once the boundary is well
defined.
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GRLVQ window of varying widths

Correct
Classification

Wrong
Classification

Input Sample (x™)

Fig. 4. GRLVQ window converges to a unimodal window about the midpoint of w? and w¥ if a time decay factor 7 is applied as in (19). The filled triangle,
filled square, and filled circle curves are for gx (- ) evaluated at 7 = 1, 3, 20, respectively. The open triangle, open square, and open circle curves are for g;( - )

evaluated at 7 = 1, 3, 20, respectively.

C. Improving Prototype Utilization

Poor prototype utilization (i.e., the dead neuron problem) is
a classic problem with prototype-based learning methods that
often results in the algorithm getting stuck in local optima. Solu-
tions to the dead neuron problem exist in the literature and may
be categorized as direct or indirect methods. Direct methods
keep track of winning frequency and force the algorithm to use
less frequently winning prototypes during the learning process.
Indirect methods address other underlying problems that indi-
rectly result in a solution to the dead neuron problem.

Examples of the former include conscience learning [15] and
frequency-sensitive competitive learning [16]. Examples of the
latter include Kohonen’s LVQ-SOM [2] and supervised (rele-
vance) neural gas (S(R)NG) [17], [18] by Hammer et al. where
both incorporate neighborhood cooperation in the learning
process. The consequence of the neighborhood cooperation
in S(R)NG is robustness for multimodal data. Furthermore, if
the neighborhood is large in the beginning, then all prototype
vectors will likely have an opportunity to learn some important
aspect of the data.

Other prototype-based learning methods do not suffer from
the dead neuron problem as they do not fix the number of pro-
totype vectors at the beginning of the training process. Some
start with one prototype vector per class and add them based on
some criterion (see, e.g., [19]). In these schemes, the initial pro-
totype vector learns by force (no other labeled prototypes exist)
and the newly added prototypes are initialized based on some
meaningful criterion (i.e., prototypes are initialized to reduce
the existing system error). It is important to note that further
learning may or may not update all prototypes in each class. It

may not be necessary for this to occur for the algorithm to be
very successful at avoiding local minima.

We take the direct approach and combine the power of
DeSieno’s conscience learning from the self-organizing map
(SOM) community to the in-class prototype updates in GRLVQ.
This equiprobabilistic winner selection strategy allows for an
optimal vector quantization and allows prototype vectors to
contribute quickly [15]. DeSieno’s conscience mechanism adds
a bias B? to the Euclidean distance of the input ™ and the
prototype w?, which modifies the chance of w? becoming the
winner. B? is calculated from the winning history for each w”
so as to discourage frequent winners from winning more often
and encourage the selection of infrequent winners.

Update to the frequency F? for the winning prototype vector
is

Fl=Fh,+pB(L0—-F8,). (20)
For the remaining prototypes, the frequency is adjusted as
FY ., =Fy+06(0.0-FE). 21

The (8 term in (20) and (21) is a user-defined parameter that
controls the amount of update to the frequencies F?.

For winner selection, one uses the biased Euclidean distance
between the input sample =™ and the prototype w?

dpias = d¥ — BP (22)

where BP is defined as

1
B =~ (F - Ffld> : (23)
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The ~ term in (23) is a user-defined parameter that controls the
amount of bias applied to the Euclidean distance.

We can take advantage of DeSieno’s conscience mechanism
for GRLVQI by applying a separate conscience for each class.
That is, during the in-class selection, we bias the Euclidean dis-
tance calculation as described by (22), where the bias is de-
fined in (23). We then update the frequency of the winning
in-class prototype vector w”’ as in (20) and the frequency of
the nonwinning in-class prototype vectors as in (21). During the
out-of-class selection, we do not bias the Euclidean distance.
Further, the unmodified Euclidean distance is used in the up-
date rules for w”’, w’, and .

D. Setup and Initialization of an LVQ

Setup and initialization are important design considerations
of any LVQ. Properly addressed, an LVQ will perform well.
Improperly addressed, an ineffective classifier can result. Three
aspects encompass the setup and initialization of GRLVQ.
First, we define the number of classes we are interested in
processing. This is determined by the specific classification
problem. Second, we define the number of prototype vectors
per class. Third, we assign an initial state to the prototype
vectors.

Determining the number of prototype vectors to assign per
class can have a significant impact on the classifiers ability to
discern the material classes of interest. We would like to turn
to existing theory to give us guidance on how to best determine
the number of prototypes we should assign per class. Existing
theory for LVQ classifiers based on Vapnik—Chervonenkis (VC)
dimension (see, e.g., [20]) only give us guidance on the total
number of prototype vectors we should assign to our classifier
[11]. More recent works based on Gaussian complexities [21]
suffer from the same drawback as the VC dimension theory;
we are given guidance only on the total number of prototype
vectors for the classifier, not the number of prototype vectors
for each class. As such, we are forced to design our networks
based on “rules-of-thumb” or heuristics. In our experiments, we
use five prototypes per class for three classification problems of
increasing difficulty. This number was empirically determined
and shows good results for our experiments.

Once defined, the prototypes must be initialized. The initial
state of the prototype vectors is known to affect the quality of the
final classifier [2]. Several options exist for giving the classifier
a “jump-start” in refining the prototypes to their final converged
state. One can initialize prototype vectors based on the sample
distribution or geometry of the sample set [22] by using some
other algorithm to take prototypes from an initial random state
to a state suitable for refinement [1], [2] or by using random ini-
tialization and ensuring prototypes converge to a local optimum
[23]. The latter has theoretical results, but does not appear to
work any better than the others based on our analysis. In an
effort to find a reasonable solution to this problem, we found
that GRLVQ suffers from poor prototype utilization discussed
in Section ITI-C. We found that adding a conscience mechanism
in the learning process allows us to use a simple random ini-
tialization scheme and obtain consistent results. Further, using
a decaying learn rate for the in-class and out-of-class prototype
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vector updates (e” () and €* (t)) as well as relevance factor up-
dates (€*(t)) helps us achieve very high classification accura-
cies. We note that, for easier classification problems, high accu-
racies could be achieved with a constant learn rate as in [1].

In the following sections, we evaluate the classification
performance of GRLVQ() on hyperspectral data. We test the
discrimination capability of the GRLVQ(I) extracted features
by comparing the classification performance of all available
spectral features with the classification performance of the
GRLVQ(I) extracted features using an independent classifier.

IV. APPLYING GRLVQ TO HYPERSPECTRAL IMAGES

We compare our improved GRLVQI to GRLVQ by using both
versions to learn the relative importance of the input features of
real-world hyperspectral data obtained by the NASA/JPL air-
borne visible/infrared imaging spectrometer (AVIRIS) [24]. We
further demonstrate the quality of the reduced feature set discov-
ered by GRLVQ(I) by comparing classification accuracy using
only the features discovered by GRLVQ(I) versus all available
features.

A. Data

We use training and testing samples from the Lunar Crater
Volcanic Field (LCVF) scene acquired by AVIRIS in 1994.
After atmospheric correction and elimination of the saturated
water bands containing irrecoverable data, our hyperspectral
scene has 194 spectral bands. Each spectrum (194-dimensional
vector) is then normalized to unit length by dividing the vector
elements by the /2 norm of the vector. This cancels linear effects
such as shading resulting from viewing geometry, making the
spectral classes much more uniform. It also has the undesirable
effect of eliminating the differences in geometric albedo for
materials that have the same spectral signature and only differ
in their albedo [25]. Fortunately, this is rarely the case, but
one should be aware of the possibility and, if necessary, do
postclassification processing to separate such materials.

Three classification problems of increasing difficulty are
used to emphasize our improvements to GRLVQ: a 7-, 23-, and
35-class problem. A description of the 23 classes is provided in
Table I along with the class labels and the number of training
samples, and representative spectra are provided in Fig. 5.
Further details on the 23-class data set can be found in [8] and
[9]. The 7-class problem is a subset of the 23-class problem
and consists of classes A, D, E, H, I, L, and W. Our 35-class
problem is an extension of the 23-class problem described pre-
viously. Through an independent SOM clustering [8], [27] of
the data and after careful scrutiny of their statistics and spatial
distribution, 12 additional classes were identified beyond the
previously known 23 classes. Class labels and corresponding
mean spectra are displayed in Fig. 6. Interpretive class descrip-
tions are unavailable at this time for the 12 additional spectral
classes.

B. Design of Experiments

We consider classification problems with varying degrees
of difficulty to demonstrate the effectiveness of GRLVQI over
GRLVQ. We demonstrate that relevance-selected features
maintain or improve the classification performance of even the
most rudimentary classifier. This is accomplished by comparing
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CLASS DESCRIPTIONS, LABELS, AND NUMBER OF SAMPLES FOR THE 7- AND 23-CLASS PROBLEMS

TABLE I

MENDENHALL AND MERENYI: RELEVANCE-BASED FEATURE EXTRACTION FOR HYPERSPECTRAL IMAGES

Class | Cover type description | #tr. H Class | Cover type description #tr.
A Hematite-rich cinders 72 M Alluvium #3 (iron rich) 14
B Rhyolite of Big Sand Spring Valley 22 N Dry wash #1 15
C Alluvium #1 50 (0] Dry wash #2 54
D Dry playa 160 P Dry wash #3 45
E Wet playa #1 115 Q Wet playa #2 15
F Young basalt 21 R Wet playa #3 14
G Shingle Pass tuff 7 S Wet playa #4 15
H Alluvium #2 (with mixed scrub 50 T Wet playa #5 18

brush, rocks, and soil)
I Old basalt 36 U Alluvium #4 (also iron rich) 36
J Dense scrub brush stands 12 \% Wet playa #6 12
K Basalt cobbles on playa 37 w Ejecta blankets #2 (primarily 33
unoxidized cinders with smaller
percentage of hematite-rich cinders)
L Ejecta blankets #1 (mixed hematite- 78
rich and unoxidized cinders)
Total number of training samples 931

MEAN VECTORS of CLASSES
Lunar Crater Volcanic Field, AVIRIS '94 image
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Fig. 5. Average spectra of the 23 classes described in Table I offset for viewing convenience. The dotted vertical lines indicate data fallout due to saturation of the
atmospheric water vapor bands.

the classification results obtained with the reduced feature sets
produced by GRLVQ(I) for the 7-, 23-, and 35-class problems.

the results of the minimum Euclidean distance (MED) classi-
fier’s classification obtained with all (194) spectral features to
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MEAN VECTORS of CLASSES
Lunar Crater Volcanic Field, AVIRIS ‘94 image
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Fig. 6. Average spectra corresponding to the 12 additional classes for the 35-class problem.

TABLE II
LEARN SCHEDULE EMPLOYED FOR THE 23- AND 35-CLASS PROBLEMS. THE
NUMBER OF TRAINING STEPS (TS) IS ROUNDED TO THE NEXT THOUSAND.
THE FIRST THREE PARAMETERS ARE THE SAME AS IN THE ORIGINAL
GRLVQ WHEREAS THE LAST TWO PARAMETERS CONTROL THE
CONSCIENCE ASPECT OF THE LEARNING

Schedule of GRLVQ(I) Learning Parameters

GRLVQ(I) Params Consc. Params

Training Steps (TS) ” e | et | K ” o4 | B

0< TS <400K 0.005 0.025 0.025 2 0.35
400K < TS < 800K |l 0.0025 | 0.0125 | 0.0125 2 0.3
800K < TS <1.2M 0.001 0.005 0.005 2 0.225
1.2M <TS <1.6M 0.0005 | 0.0025 | 0.0025 2 0.125

We first demonstrate the effect of the in-class conditional
update on the rate of convergence using the 7-class problem.
For this, we do not use conscience learning in order to isolate
the effect of the in-class conditional update. Next, we execute
GRLVQ(I) on the 23-class data set to show improved classifi-
cation accuracy due to the in-class conditional update and con-
science learning together. Then, we repeat this with the 35-class
data set, which further shows the advantage of GRLVQI over
GRLVQ.

TABLE III
TEST AND TRAINING SAMPLE ASSIGNMENT FOR THE
7-, 23-, AND 35-CLASS PROBLEMS

7-Class  23-Class  35-Class
Training Samples 347 621 976
Test Samples 173 310 488
Total Samples 520 931 1464

Table II lists the GRLVQ(I) learning parameters and the GR-
LVQI conscience parameters used for the 23- and 35-class prob-
lems. Ideally, v should decay with time. However, a constant ~y
worked well in our classification problems serving our purpose
of demonstrating that conscience learning works in a supervised
setting.

Three splits of the data are generated using two-thirds for
training and one-third for testing (Table III). Each split is a
random selection of known training samples. Results are re-
ported as the average of the fest results of the three jackknife
runs, in each of which classification accuracies are calculated
as the mean of the individual class accuracies.

When comparing GRLVQI to GRLVQ, we start from the
same initial state for prototype vectors. Prototypes are drawn
randomly from a uniform distribution on [0.4,0.6]. Data are
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TABLE IV
VALIDATING GRLVQ(I) PERFORMANCE WITH THE LCVF AVIRIS
23-CLASS DATA SET

Hybrid ANN GRLVQ GRLVQI
921% | 951% | 97.0%

Avg. Test Acc. H

scaled to the interval [0,1] and each class is assigned five proto-
types.

C. Benchmark Classification of the LCVF Data Set

To make an assessment of the performance of GRLVQ(I) as
a classifier (as opposed to making a relative assessment of the
quality of the extracted features for classification), we classify
the 23-class data with a hybrid artificial neural network (ANN),
using all 194 spectral features. This hybrid ANN is more ca-
pable of exploiting the intricacies of high-dimensional data than
the MED classifier, thus we get a more challenging benchmark
for GRLVQ(). The classification accuracy achieved by the hy-
brid ANN is 92.1% (Table IV), close to that of both GRLVQ
and GRLVQI. Because GRLVQ(I) discovers the most impor-
tant features for classification, we expect GRLVQ(]) to achieve
a higher classification accuracy than the hybrid ANN achieves
on all available (194) spectral features. We believe the classifica-
tion accuracy of the hybrid ANN on the testing data to be a rep-
resentative performance, for two reasons. One is that the same
hybrid ANN architecture was used in previous studies to clas-
sify the entire LCVF AVIRIS scene (614 x 420 pixels each with
194 spectral features), where the data presented in Table I served
as training spectra for the respective 23 classes [26], [9]. The
classification accuracy on the entire image was evaluated ac-
cording to requirements of rigorous statistical assessment based
on sampling theories, and accordingly, on a collection of the
rather large requisite number of “ground truth” pixels. The ac-
curacy of the hybrid ANN classifier was ~90%, followed by an
MED classifier with 83%, and a spectral angle mapper (SAM)
classifier with ~80%. (ML classifier, also included in that study,
could not be applied to the 194-dimensional data for lack of suf-
ficient number of training samples, which is dimension depen-
dent for the ML, and the best performance on the maximum
possible number of retained spectral features was ~51% accu-
racy. On the same reduced-dimensional data, the hybrid ANN,
MED, and SAM produced 75%, 73%, and 67% accuracies, re-
spectively.) While the accuracy produced by the hybrid ANN on
the entire AVIRIS image is lower than the accuracy it produced
on the data set used in the present study, one must keep in mind
that the data in this study is a rather small set, representing the
well-examined, clean spectral specimen from the LCVF image.
Therefore, it is expected that classification accuracy is higher
when training on part of the previous studies’ trusted training
samples and testing on the remaining part of that trusted sample
set, compared to when all noisy pixels participate in the classifi-
cation. We also want to point out that the previous studies were
conducted years ago when computing power was more limited
than today; therefore, it may be possible that with longer training
the hybrid ANN would achieve somewhat higher classification
accuracy.

The aforementioned hybrid ANN is described in several ear-
lier publications ([8], [9], and references therein). Briefly, it con-
sists of a 2-D SOM as a hidden layer, coupled with a categoriza-

tion output layer that learns via the Widrow—Hoff learning rule.
First, the SOM is allowed to learn in unsupervised mode, and
afterwards the supervised learning of the output layer is turned
on. The preformed clusters in the SOM help the output layer
to refuse learning of inconsistent class labels thus resulting in
higher overall precision of the classification.

D. GRLVQ Results

The benefit of our in-class conditional update is shown in
Fig. 7, where we achieve ~35% faster convergence to the max-
imum classification accuracy. Classification accuracy between
our GRLVQI with our in-class conditional update rule and
without conscience learning and GRLVQ are equal. For this
demonstration, only the 7-class data set was used. We do not
consider the speedup once conscience learning is used because
the benefit of the speedup due to the in-class conditional update
is absorbed in the extra processing time required to ensure that
all prototype vectors learn.

Table V lists the summary of all results for GRLVQ() for the
three classification problems. The addition of the conscience
mechanism to the competitive winner selection increases
classification accuracy from 95.1% to 97% (nearly 2%) for
the 23-class problem. More impressive is the 5.6% gain in
classification accuracy from 91.6% to 97.2% for the 35-class
problem.

As we increase the number of surface materials for classi-
fication, we see an increase in the number of spectral compo-
nents GRLVQ(I) requires to distinguish those classes. To show
which spectral regions are important for classifying the 7-, 23-,
and 35-class problems, we plot relevance factors with mean
spectra of representative classes. For the 7-class problem, spec-
tral features corresponding to large relevance factors fall below
0.9um (Fig. 8). An additional 16 classes result in three signif-
icant regions for the 23-class problem: 0.44-0.68, 0.71-1.11,
and 1.42-1.68 pm (Fig. 9). Further, adding 12 classes brings
us to the 35-class problem and four important spectral regions:
0.44-0.68, 0.71-1.11, 1.42-1.68, and 2.1-2.24 pm with spu-
rious relevances in the 1.94-2.48-pm range (Fig. 10).

It is reasonable to assume that we achieve higher classifi-
cation accuracy largely because we are making better use of
classification resources. Improved resource utilization enables
better definition of decision boundaries which likely affects
which spectral components GRLVQI discovers for classifi-
cation. We compare relevance factors of GRLVQI (black) to
relevance factors of GRLVQ (red) for the 23-class problem in
Fig. 11. We see that GRLVQI not only discovers those features
similarly discovered by GRLVQ, but it also places an emphasis
in the 1-1.1-pum range. It is possible that the emphasis placed in
that range contributes to the increase in classification accuracy
achieved by GRLVQI over GRLVQ for the 23-class problem.

E. MED Classification With Relevance-Selected Features

dAre the features discovered by GRLVQ(I) meaningful? Cer-
tainly, GRLVQ(]) s a classifier is able to use the extracted fea-
ture set to attain good classification results. If the features are
meaningful for classification, then we should not see a decrease,
but possibly an increase, in classification performance with an
independent classifier when comparing accuracy with all avail-
able features to those discovered by GRLVQ(). This is not to
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Test classification accuracy for the 7—class problem
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Fig. 7. Test classification accuracy comparing GRLVQI’s in-class conditional update (without conscience learning) to that of GRLVQ on the 7-class data set.
Results are averaged over three jackknife runs, in each of which, the accuracy is computed as the average of the individual class accuracies.

TABLE V
TEST CLASSIFICATION ACCURACY FOR GRLVQI AND GRLVQ AND THOSE
FEATURES WITH RELEVANCES > 0.001

GRLVQ Classification Results for 3 Classification Problems

Accuracy # Features
7-Class  GRLVQI 99.2% 45
Problem  GRLVQ 99.3% 45
23-Class  GRLVQI 97.0% 81
Problem  GRLVQ 95.1% 83
35-Class  GRLVQI 97.2% 107
Problem  GRLVQ 91.6% 109

say that features discovered by GRLVQ() are the best possible
features. It shows, however, that the feature sets are useful for
classification.

The quality of the extracted features in preserving the dis-
crimination capability of the data set is demonstrated using the
MED classifier. Features are selected in a cumulative fashion
starting with the spectral feature with the largest relevance, and
each additional spectral feature is selected in descending order
of relevance. The MED classification is performed with each
newly added feature. Here, we do not scale the selected features
by the computed relevances A;; we only use the relevance factors
to select those features for classification. This process continues
until the classification accuracy no longer increases or begins to
decline. Table VI lists the maximum achieved MED classifica-
tion accuracy using relevance selected features. For comparison
purposes, a baseline MED classification is provided using all
available (original) 194 features. From these results, we clearly
see that the set of features discovered by GRLVQ() is indeed
better for classification than the set of all available (194) spec-
tral features, at least for the MED classifier. This observation

is consistent across all three classification problems and across
feature sets obtained by GRLVQ(D).

FE. Using Theory on Generalization Bounds to Estimate
Classifier Performance

The results presented in Section IV-D empirically show that
GRLVQI generalizes better on unseen instances than GRLVQ.
This claim, in principle, could be supported by theoretical argu-
ments, because recent publications offer results on generaliza-
tion bounds specifically for LVQ-type classifiers.

Crammer ef al. derive an upper bound for the generalization
error for the LVQ2.1 family of classifiers. The generalization
error is the empirical error over the training samples plus a term
that is a function of the VC dimension [11], and is dependent
on the dimensionality of the data. The empirical error is based
on the maximal margin principle [11] and penalizes margins
which are smaller than some threshold 6. However, Hammer et
al. [21] state that the VC-dimension approach is not valid for
LVQ classifiers with an adaptive diagonal metric such as RLVQ
and GRLVQ, and hence GRLVQI.

Using the Radamacher—Gaussian complexity described in
[28], Hammer et al. [21] derive upper bounds on the general-
ization error of LVQ classifiers that use the winner-takes-all
rule and include classifiers with an adaptive diagonal metric.
This formulation is independent of the dimensionality of the
data. The derived generalization error is the sum of three terms.
The first term is a function of the empirical error over the
training samples, which penalizes misclassifications and small
margins. The second term is an empirical Gaussian complexity
term which can be influenced by the magnitude of the training
samples ™ or the converged weights, whichever has the largest
l, norm. The third term depends on the number of training
samples and the confidence in the estimate. These last two
terms are inversely proportional to the margin and hence favor
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Selected representative spectra with relevances (7-class problem)
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Fig. 8. Average spectra for classes A (red), D (blue), E (black), H (orange), I (purple), L (magenta), and W (green). Relevance factors are the averages of three
jackknife runs obtained by GRLVQI (black stem plot) for the 7-class problem. The dotted vertical lines indicate data fallout due to saturation of the water bands.

Selected representative spectra with relevances (23-class problem)
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Fig. 9. Average representative spectra of classes A (red), G (green), H (orange), L (magenta), O (purple), Q (black), and R (blue). Relevance factors are the
averages of three jackknife runs obtained by GRLVQI (black stem plot) for the 23-class problem. Classes were selected to show largest diversity. The dotted

vertical lines indicate data fallout due to saturation of the water bands.

large margins. However, we find that even these most recent
developments on the generalization error do not provide us with
a means to compare the expected performance of GRLVQI with
GRLVQ for richer problem sets with more than two classes.

V. SUMMARY AND DISCUSSION

The GRLVQ is a recent neural paradigm which, until now,
has gone unexploited for feature extraction for high-dimen-
sional data such as hyperspectral images. Our analysis revealed
deficiencies, which we addressed in this paper. Experimental
results show that our modifications improve classification accu-
racy while speeding up the learning process. We demonstrated

the potential of our improved GRLVQ variant GRLVQI as a
powerful hyperspectral analysis tool by classifying real-world
194-band AVIRIS data. Our speedup study was conducted using
only the in-class conditional update on the 7-class problem
where we show a convergence speedup of ~35%. We tested the
addition of the conscience mechanism to GRLVQI using a 23-
and 35-class problem where we report nearly 2%, and an im-
pressive 5.6%, increase in classification accuracy over GRLVQ.
The MED classifier was used for an independent evaluation of
the quality of the extracted feature sets, by comparing MED
classification results using all (194) spectral channels, to MED
classification results using selected spectral channels based
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Selected representative spectra with relevances (35-class problem)
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Fig. 10. Average representative spectra of classes A (red), G (green), H (orange), L (magenta), O (purple), Q (black), and R (blue). Relevance factors are the
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Relevances by GRLVQ (red) and GRLVQI (black) for the 23-class problem
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Fig. 11. Relevance factors from GRLVQI (black stem plot) with those obtained by GRLVQ (red stem plot) for the 23-class problem. The dotted vertical lines

indicate data fallout due to saturation of the water bands.

on GRLVQ(I) computed relevance. In all cases, classification
accuracy improved using the reduced feature set.

While the results presented here are strong and we do not
know of any previous work with similar achievement in hyper-
spectral data analysis, there remains a suite of open issues that
could or should be addressed in subsequent research. We discuss
several such issues in the following. These, in our view, could
contribute to further improvements.

Using five prototypes per class produced good classification
results in our simulations. However, it might be more profitable
to vary the number of prototypes across classes based on class
characteristic. Characteristics such as class size, geometric re-
lationship between classes, and modality of the class distribu-

tion can each influence this design consideration. One natural
thought is to use a SOM in a preprocessing phase and derive
an ideal distribution of the number of prototypes for each class.
One can map labeled training samples to prototype vectors in
the SOM and observe the number of prototype vectors assigned
to each class label. This observed number can be used directly,
or in proportion, as the number of prototypes to assign to each
class in the GRLVQ(I) network.

Conscience learning in a supervised setting is new and is a
major contributing factor to the improved classification perfor-
mance of GRLVQI. The sensitivity of GRLVQI to the choice
of conscience parameters is unclear, however. For example, we
show good classification results using the same parameters for
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TABLE VI
INDEPENDENT VERIFICATION OF FEATURE SETS SELECTED BY GRLVQI AND
OF THOSE SELECTED BY GRLVQ USING THE MED CLASSIFIER. ACCURACY
IS AVERAGED OVER THREE JACKKNIFED RUNS, IN EACH OF WHICH THE
ACCURACY Is CALCULATED AS THE MEAN OF THE
INDIVIDUAL CLASS ACCURACIES

Relevance selected features used in the MED classifier

H Accuracy

7-Class  GRLVQI Features 99.0%
Problem  GRLVQ Features 99.0%
Baseline MED 98.5%

23-Class  GRLVQI Features 96.2%
Problem GRLVQ Features 96.2%
Baseline MED 93.3%

35-Class  GRLVQI Features 92.1%
Problem GRLVQ Features 92.1%
Baseline MED 90.8%

all classes, but we recognize that one might achieve better clas-
sification or faster convergence by considering separate con-
science parameters for each class based on characteristics we
described previously. This work also leaves the use of different
(global) sets of conscience parameters unexplored.

We demonstrated the power of GRLVQ(I) for classification
of hyperspectral data. GRLVQ(I) was able to identify a signifi-
cantly reduced feature set that improved classification accuracy
for both GRLVQ(]) itself and with an independent MED clas-
sifier, in comparison to using all available (194) spectral fea-
tures. Although optimal classification accuracy is a requirement
built into the feature extraction process, it remains unknown if
a better set of features (i.e., one yielding a higher classification
accuracy) can be extracted by employing a different cost func-
tion in GRLVQ(I), or with any other method.

The MED classifier is a relatively simple classifier which
benefited greatly from the feature extraction capabilities of
GRLVQ(). Other classifiers could also benefit from the ex-
tracted feature set and may yield improved classification
results. For example, the ML classifier may be unemployable
for high-dimensional data because of the lack of sufficient
number of training samples, which number is dependent on
the number of input features used (see a case study in [8] and
[9]). ML could become applicable after GRLVQ(I) feature
extraction. We used the MED as independent evaluator because
of its cost effectiveness and because it does not require guesses
for additional parameters (such as prior probabilities, etc.).
We surmise that more sophisticated classifiers could benefit
similarly, and perhaps produce even better classification than
those obtained by GRLVQ(I). While deemed computationally
expensive for the present initial evaluation of GRLVQ(I) fea-
ture extraction, our prime candidate for a follow-up experiment
with more advanced independent classifiers will be the hybrid
neural architecture used by Merényi [8], [9]. That network was
used in earlier work for a benchmark classification of the entire
noisy, real AVIRIS image from which the samples used in this
study were selected, and it achieved over 90% classification
accuracy (better than an MED classifier produced for the same)
using the unreduced original 194 spectral features. Thus, one
can investigate if this more sophisticated classifier will yield
an improved accuracy with the same reduction of features as

presented here, or equal accuracy with less number of retained
features.

From the original 194 spectral features, GRLVQ(I) discovers
a significantly reduced set relevant for classification. As the
classification problem becomes more complex, additional fea-
tures are required to distinguish between increasing number of
classes. This observation is consistent when comparing classi-
fication results for GRLVQ(I). The highly correlated spectral
bands appear to limit the reduction of features GRLVQ(I) re-
quires for classification. This is seen from the spectral plots with
relevance factors in Figs. 8—10: the relevance values next to large
(small) relevance values are also large (small). An important
and interesting future direction is to research ways to address
the multiple band correlations as part of the relevance learning,
with the objective of achieving the same high-quality classifica-
tions, but with even fewer retained features.

The theory of generalization bounds for LVQ classifiers has
progressed in recent years. These works, however, are based on
a two-class assumption and do not offer much insight to network
design and performance indication for more difficult classifica-
tion problems. We remain hopeful that future developments will
arm researchers with the much needed tighter design and anal-
ysis theory to assist with the rich classification problems pre-
sented by today’s remote sensing community.
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