Dictionary learning for data recovery in positron emission tomography

This content has been downloaded from IOPscience. Please scroll down to see the full text.


(http://iopscience.iop.org/0031-9155/60/15/5853)

View the table of contents for this issue, or go to the journal homepage for more

Download details:

IP Address: 130.102.42.98
This content was downloaded on 11/07/2015 at 20:52

Please note that terms and conditions apply.
Dictionary learning for data recovery in positron emission tomography

Seyyed Majid Valiollahzadeh\textsuperscript{1,2}, John W Clark Jr\textsuperscript{1} and Osama Mawlawi\textsuperscript{2}

\textsuperscript{1} Department of Electrical and computer Engineering, Rice University, Houston, TX 77005, USA
\textsuperscript{2} Department of Imaging Physics, The University of Texas MD Anderson Cancer Center, Houston, TX 77030, USA

E-mail: sv4@rice.edu

Received 4 February 2015, revised 28 May 2015
Accepted for publication 11 June 2015
Published 10 July 2015

Abstract

Compressed sensing (CS) aims to recover images from fewer measurements than that governed by the Nyquist sampling theorem. Most CS methods use analytical predefined sparsifying domains such as total variation, wavelets, curvelets, and finite transforms to perform this task. In this study, we evaluated the use of dictionary learning (DL) as a sparsifying domain to reconstruct PET images from partially sampled data, and compared the results to the partially and fully sampled image (baseline).

A CS model based on learning an adaptive dictionary over image patches was developed to recover missing observations in PET data acquisition. The recovery was done iteratively in two steps: a dictionary learning step and an image reconstruction step. Two experiments were performed to evaluate the proposed CS recovery algorithm: an IEC phantom study and five patient studies. In each case, 11\% of the detectors of a GE PET/CT system were removed and the acquired sinogram data were recovered using the proposed DL algorithm. The recovered images (DL) as well as the partially sampled images (with detector gaps) for both experiments were then compared to the baseline. Comparisons were done by calculating RMSE, contrast recovery and SNR in ROIs drawn in the background, and spheres of the phantom as well as patient lesions.

For the phantom experiment, the RMSE for the DL recovered images were 5.8\% when compared with the baseline images while it was 17.5\% for the partially sampled images. In the patients’ studies, RMSE for the DL recovered images were 3.8\%, while it was 11.3\% for the partially sampled images. Our proposed CS with DL is a good approach to recover partially sampled PET data. This approach has implications toward reducing scanner cost while maintaining accurate PET image quantification.
1. Introduction

Positron emission tomography (PET) imaging has gained wide acceptance primarily for its use in cancer staging, therapy response monitoring, and drug discovery (Mankoff and Krohn 2006). PET scanners however are relatively expensive imaging systems ranging between 1–3 million dollars and hence are less accessible to patients and clinicians in regional and community centers (Saif et al 2010). One approach to decrease the scanner cost is to reduce the number of detectors since these components are the most expensive in PET systems. However, image reconstruction from fewer observations (lines of response), while maintaining image quality, is a challenging task.

Several approaches have been proposed to estimate missing samples from tomographic data. One approach relies on various forms of interpolation (Karp et al 1988, De Jong et al 2003, Zhang and Wu 2008, Tuna et al 2010), while a second approach utilizes a statistical framework such as Maximum Likelihood Expectation Maximization (MLEM) (Kinahan et al 1997, Raheja et al 1999, Nguyen and Lee 2010). The first approach is highly sensitive to local variation, which results in substantial error in the data-fitting process while the second approach suffers from error augmentation as the number of iterations increase especially when the MLEM algorithms is used. A third approach that is also worthy of mentioning is texture synthesis which has been used for metal artifact reduction in CT imaging (Efros and Leung 1999, Chen et al 2011). These methods assume a model such as the Markov random field to fill in missing voxels, based on neighboring pixels.

An alternative approach to overcome this challenge in signal processing is the use of compressive sensing (CS) techniques (Donoho 2006, Sidky and Pan 2008, Otazo and Sodickson 2010, Ahn et al 2012, Valiollahzadeh et al 2012, 2013, 2015). CS enables the recovery of images/signals from fewer measurements than that governed by the traditional Nyquist sampling theorem, because the image/signal can be represented by sparse coefficients in an alternative domain (Donoho 2006). The sparser the coefficients the better the image recovery will be (Donoho 2006). Most CS methods use analytical predefined sparsifying domains (transforms) such as wavelets, curvelets, and finite transforms (Otazo et al 2010). For medical images however, one of the very commonly used sparsifying domains is the gradient magnitude domain (GMD) (Sidky and Pan 2008, Pan et al 2009, Ahn et al 2012, Valiollahzadeh et al 2012, 2015) and its associated minimization approach known as total variation (TV). The underlying assumption for using this domain is that medical images can often be described as piecewise constant (Ritschl et al 2011) such that when the gradient operator of GMD is applied, the majority of the resultant image coefficients become zero. Using GMD however has some immediate drawbacks: First, the TV constraint is a global requirement that cannot adequately represent structures within an object; and second, the gradient operator cannot distinguish true structures from image noise (Xu et al 2012). Consequently, images reconstructed using the TV constraint may lose some fine features and generate a blocky appearance particularly for undersampled and noisy cases. Hence, it is necessary to investigate superior sparsifying methods for CS image reconstruction. Previously, we showed a CS model based on a combination of gradient magnitude and wavelet domains to recover missing observations in PET data acquisition (Valiollahzadeh et al 2015). The model also incorporated a Poisson noise...
term that modeled the observed noise while suppressing its contribution by penalizing the Poisson log likelihood function. The results from this approach showed similar quantitative measurements compared to those with no missing samples suggesting good image recovery. However, the final reconstructed image suffered from some structured residual errors that were particularly visible on the difference image between the original and recovered images suggesting the potential for additional improvements.

Recently, the approach of sparsifying images using a redundant dictionary, known as dictionary learning (DL), has attracted interest in image processing, particularly in magnetic resonance imaging (Saiprasad and Bresler 2011), ultrasound (Tosic et al 2010) and CT (Xu et al 2012, Yang et al 2012) primarily due to its ability to recover missing data. A dictionary is an overdetermined basis (the matrix has more columns than rows) whereby the elements of the basis, called atoms, are learned from training images obtained from decomposing an image into small overlapped patches. Because the dictionary is learned from these patches, and the patches are derived from the image itself, it is expected that DL will have a better sparsifying capability than any generic sparse transform and hence a superior image recovery. Furthermore, the redundancy of the atoms further facilitates a sparser representation (Xu et al 2012, Yang et al 2012). More importantly, the dictionary tends to effectively capture local image features as well as structural similarities without sacrificing resolution (Aharon et al 2006).

From an algorithmic point of view, there are two general classes of DL: optimization techniques and Bayesian techniques. In the optimization class, a dictionary is found by optimizing a cost function that include parameters such as the dictionary size, patch size, and patch sparsity (Xu et al 2012, Yang et al 2012). In the Bayesian class on the other hand, a statistical model is assumed to represent the data while all parameters of this model are directly inferred from the data (Ding et al 2013, Huang et al 2014). In general, optimization techniques have the advantage of faster convergence, but require several parameters that need to be justified. Bayesian techniques on the other hand have the advantage of not requiring any predetermined parameter but at the cost of slower convergence.

Dictionary learning has been utilized in medical imaging (CT, MR, Ultrasound) primarily for denoizing, classification, and image restoration/reconstruction (Chen et al 2010, Saiprasad and Bresler 2011, Li et al 2012, Xu et al 2012, Zhao et al 2012, Ma et al 2013). However, to the best of our knowledge, the use of DL to recover missing data while reconstructing PET images has not been studied before. In this work, we use a patch-based DL optimization technique to recover missing data in PET image reconstruction. The model we propose, simultaneously learns a dictionary and reconstructs PET images in an iterative manner from undersampled and noisy sinogram data. In this regard this approach can be termed as adaptive dictionary learning. Once the dictionary is learned, it is applied to reconstruct the partially observed data and in the next iteration, the dictionary is adaptively updated based on patches that are derived from the updated reconstructed image and the process continues until convergence.

In the following sections, we first develop the model for image recovery using DL. The model is then verified using phantom and patient studies by comparing its performance to fully sampled, and partially sampled reconstructions.

2. Material and methods

2.1. Dictionary learning image reconstruction

Our proposed DL technique requires two steps; the first step is to determine the dictionary (dictionary learning) and its associated coefficients while the second step is to recover and reconstruct the PET image.
2.1.1. Dictionary learning. The determination of a dictionary and its associated coefficients requires the knowledge of an image \( m_0 \) which when decomposed into overlapping patches and vectorized will represent the columns of a matrix \( X \).

Let \( X = D \alpha \) describe the equation relating a sample training matrix \( (X) \) to the dictionary \( (D) \) and its corresponding coefficient matrix \( (\alpha) \). Each patch of image \( m_0 \), defined as a square subimage of size \( \sqrt{n} \times \sqrt{n} \), is vectorized and placed as a column in the training matrix \( X \) while each column in matrix \( \alpha \) is the corresponding coefficient of columns of \( X \). The columns of \( D \) and \( \alpha \) are learned simultaneously from \( X \) and the goal of DL is to find the sparsest representation of \( \alpha \) (most zero elements of \( \alpha \)) such that \( X = D \alpha \); while \( m_0 \) is the initial reconstruction of the undersampled data using ordered subset expectation maximization (OSEM with two iterations and 21 subsets).

Mathematically, learning the dictionary and the corresponding coefficients can be represented as:

\[
\min_{D, \alpha} \sum_{j=1}^{P} \| D g_j - m_j \|_2^2 \quad \text{such that} \quad \forall j, \| \alpha_j \|_0 \leq L,
\]

which means we want to express the entire image as a linear transform of \( D g_j \) in such a way that the corresponding coefficient \( g_j \) is sparse and the highest number of nonzero elements is \( L \). \( P \) is the number of elements in the vectorized image. The typical approach to solve this constrained optimization is as follows:

\[
\min_{D, \alpha} \sum_{j=1}^{P} \| D g_j - m_j \|_2^2 + \lambda \| \alpha_j \|_1,
\]

where \( \lambda \) is a regularization constant that balances the reconstruction noise level (first term) and the sparsity level of the image (the second term) to be recovered.

The optimization problem in equation (2) is hard to solve in one step, so we estimate the solution with two optimization steps:

\[
\min_{\alpha} \sum_{j=1}^{P} \| D g_j - m_j \|_2^2 + \lambda \| \alpha_j \|_1,
\]

\[
\min_{D} \sum_{j=1}^{P} \| D g_j - m_j \|_2^2 + \lambda \| \alpha_j \|_1,
\]

In other words, the algorithm alternates between finding the sparse coefficients when the dictionary \( (D) \) is fixed (equation (3)) and then finding the best dictionary when the coefficients \( (\alpha) \) are fixed (equation (4)). To accomplish this two step optimization, we use the singular value decomposition (K-SVD) algorithm (Aharon et al. 2006) initialized with left singular vector values for faster performance to find \( D \) and then use the Orthogonal Matching pursuit (OMP) algorithm (Tropp and Gilbert 2007) to derive the sparse coefficients \( (\alpha) \) of each image patch. Once the coefficients are found, each column of the dictionary is updated for only those data that lead to nonzero coefficients. This makes the learning process faster and the next update either sparser or maintain the same sparsity level.

2.1.2. Image recovery and reconstruction. Following the determination of the dictionary and its associated coefficients, the next step is the image recovery and reconstruction process.

Let \( m \) be the 2D PET image that we want to reconstruct; for the fully sampled measurements we have \( y = Gm \) in which \( y \) is the measurement in sinogram space and \( G \) is the system
matrix. For the undersampled case, \( y_u = G_u m \) where \( y_u \) is the (undersampled) measurements and \( G_u \) is the modified undersampled system matrix. In this section we make use of the dictionary that is learned from the image patches from the previous section.

Given an undersampled vectorized sinogram \( y_u \), the data recovery and image reconstruction comes from the following optimization:

\[
\min_{m, D, \alpha} \sum_{i,j} \| R_{ij} m - D g_{ij} \|^2 + \mu \| G_u m - y_u \|^2 \quad \text{such that} \quad \| g_{ij} \| < L, \tag{5}
\]

where \( R_{ij} \) is the matrix that extracts the patches from the image with the top left corner of the patch located at \((i,j)\), \( m \) is the reconstructed image, and \( D \) and \( \alpha \) are the previously described dictionary and its corresponding coefficients respectively.

The first term of equation (5) enforces the sparsity of image patches, while the second term (fidelity term) ensures that the solution (reconstructed image \( m \)) when multiplied by the system matrix matches the acquired measurement. The parameter \( \mu \) is a regularization term that affects the weighting of the sparsity factor and data fidelity.

In order to solve equation (5), the problem is again split into two steps, as discussed in the previous section:

\[
\min_{D, \alpha} \sum_{i,j} \| R_{ij} m - D g_{ij} \|^2 \quad \text{such that} \quad \| g_{ij} \| < L \quad \text{for all} \quad i, j, \quad \| d_k \| = 1 \quad \text{for all} \quad k, \tag{6}
\]

\[
\min_{m} \sum_{i,j} \| R_{ij} m - D g_{ij} \|^2 + \mu \| G_u m - y_u \|^2. \tag{7}
\]

Equation (6) is the same as equation (1) and is discussed in the previous section for determining \( D \) and \( \alpha \). Given the \( D \) and \( \alpha \), the objective now is to reconstruct the image (equation (7)).

Equation (7) is a least-squares type problem. Since \( \| x \|_2^2 = x^T x \), equation (7) can be written as:

\[
\min_m \sum_{i,j} \left( m^T R_{ij}^T R_{ij} m - 2m^T R_{ij}^T D \alpha_{ij} + \alpha_{ij}^T D^T D \alpha_{ij} \right) + \mu \left( m^T G_u^T G_u m - 2m^T G_u^T y_u + y_u^T y_u \right). \tag{8}
\]

The solution can be found by setting the derivative of the cost function equal to zero.

\[
\sum_{i,j} (2R_{ij}^T R_{ij} m - 2R_{ij}^T D \alpha_{ij}) + \mu (2G_u^T G_u m - 2G_u^T y_u) = 0, \tag{9}
\]

which is further simplified to:

\[
\left( \sum_{i,j} R_{ij}^T R_{ij} + \mu G_u^T G_u \right) m = \sum_{i,j} R_{ij}^T D \alpha_{ij} + \mu G_u^T y_u. \tag{10}
\]

The first term in equation (10) is of size 16384 \( \times \) 16384 (corresponding to a typical image size of 128 \( \times \) 128), so it is impractical to invert the matrix \( \left( \sum_{i,j} R_{ij}^T R_{ij} + \mu G_u^T G_u \right) \) due to its large size. However, since the first term \( \sum_{i,j} R_{ij}^T R_{ij} \) is a diagonal matrix and the second term \( G_u^T G_u \) is a matrix that has nonzero elements only along the diagonal and its vicinity, we can
solve equation (10) as a set of linear equations for the nonzero indices only. The solution of equation (10), provides an updated reconstruction for image \((m)\). The updated image is then used as a new image to extract patches, and an updated dictionary \((D)\) and coefficients \((\alpha)\) are learned using equation (6). This process is repeated for a total of 15 iterations in our implementation. A flow chart of the algorithm is shown in figure 1(a). The summary of the algorithm is shown in figure 1(b).

In general, the number of iterations required for the algorithm to converge varies depending on the complexity of the image and noise. To achieve convergence, we usually evaluate whether a change between the image and its update is below a preset threshold (which in this case is calculated based on \(\frac{\|m^{t+1} - m^{t}\|}{\|m^t\|} \leq 0.01\)). However, for practical purposes we also set a maximum number of iterations as a stopping criterion as well. This is useful where the optimization does not reach the desired convergence criteria (preset threshold) quickly. Our choice of using the partially sampled image as the initial image helped achieve convergence since the partially sampled image is believed to be in the local neighborhood of the true solution.

The recovery algorithm was written in Matlab ver. 7.9 (R2009b) and applied in 2D for all experiments—phantom and patient studies.

2.2. Experimental setup

Two studies were performed to assess the performance of the proposed algorithm. A phantom study and five patient studies. All data recovery was performed in 2D.

2.2.1. Phantom study. For the phantom evaluation, we used an International Electrotechnical Commission (IEC) image-quality phantom consisting of a lung insert filled with Styrofoam beads with no radioactivity and six internal spheres that were filled with fluorine-18 water with a sphere-to-background ratio of 10:1. The spheres had an activity concentration of 37 kBq cm\(^{-1}\) (1 \(\mu\)Ci cm\(^{-1}\)), and the background had an activity concentration of 3.7 kBq cm\(^{-1}\) (0.1 \(\mu\)Ci cm\(^{-1}\)). The phantom was imaged twice for 3 min on a GE DRX PET/CT scanner: once with all detectors operational (baseline), and once with four detector blocks (11%) turned off at 0\(^\circ\), 90\(^\circ\), 180\(^\circ\), and 270\(^\circ\) corresponding to the first block in module numbers 0, 4, 8, 13, 17, 22, 26, and 31 as shown in figure 2. To turn off detector blocks, the corresponding photomultiplier tube (PMT) gains were set to zero prior to data acquisition. The GE DRX PET/CT system design and its performance characteristics can be found in Kemp et al (2006). Figure 2(B) shows the mask corresponding to detector removal in the sinogram space.

The undersampled sinograms were used to extract the mask that captures the exact geometrical effect of detector removal in the sinogram space. The fully sampled sinograms were then reconstructed using OSEM (2 iterations, 21 subsets), with all data corrections (random, scatter, attenuation, normalization, decay, etc), performed within the reconstruction loop to maintain the integrity of the Poisson statistics. These images were then forward-projected and masked. Although this approach does not truly simulate the imaging conditions of a scanner with detector gaps (see discussion), it eliminates the need to apply data correction (for attenuation, scatter, random, decay, etc) because the resulting sinograms were generated from images that had included these corrections. The corresponding partially sampled sinograms were then reconstructed using OSEM with two iterations and 21 subsets and an undersampled system matrix. The resultant image then served as the initialization point of the proposed DL algorithm as well as the partially sampled image with no data recovery.
The reconstructed images for both the DL and the partially sampled image were then compared with the fully sampled image (no gaps) by evaluating the root-mean-square-error (RMSE) in regions of interest (ROIs) between corresponding images for each of the six spheres, lung insert, and background. Background in this case was defined as the whole area of the phantom excluding the six spheres and lung insert. RMSE was calculated as follows:

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i,j} (y_{ij} - m_{ij})^2} \]

**Algorithm:**

**Input:** \( y \): the undersampled sinogram

**Output:** \( m \): the reconstructed PET image

**Initialization:** \( m_0 \): OSEM reconstructed image from \( y \)

**Parameters:**
- \( n \): the patch size (4 x 4)
- \( L \): the sparsity level of the coefficients (0.4 x \( n \))
- \( k \): number of dictionary columns (2 to 4 times \( n \))
- \( R_0 \): the matrix that extract patch with a top corner located in \( (i,j) \)
- \( \mu \): the regularization parameter
- \( G_0 \): modified undersampled system matrix

**Variables:**
- \( D \): the dictionary
- \( \alpha \): the sparse coefficients

1. Iterate for number of fixed iterations:
2. Extract patches from \( m \) and find dictionary and sparse coefficients using:

\[ \min_{\alpha \in \mathbb{R}^n} \sum_{i,j} \|R_0^T y_{ij} - D_{ij} \alpha \|^2 \quad \text{such that } \| \alpha \| < L \text{ for all } i,j, \| d_k \| = 1 \text{ for all } k \]
3. Update the reconstructed image by solving the following linear equations:

\[ (\sum_{i,j} R_0^T R_0 + \mu G_0^T G_0) m = \sum_{i,j} R_0^T d_k + \mu G_0^T y \]

4. Stop on last iteration number

**Figure 1.** (a) A flow chart of the proposed DL PET data recovery. (b) The proposed DL algorithm for PET data recovery.

The reconstructed images for both the DL and the partially sampled image were then compared with the fully sampled image (no gaps) by evaluating the root-mean-square-error (RMSE) in regions of interest (ROIs) between corresponding images for each of the six spheres, lung insert, and background. Background in this case was defined as the whole area of the phantom excluding the six spheres and lung insert. RMSE was calculated as follows:
In addition difference images between the recovered (using DL) and the fully sampled images were generated to identify any reconstruction irregularities. A plot showing the convergence of the cost function value versus iteration number was also generated to illustrate the convergence behavior of the algorithm. Furthermore RMSE, and contrast recovery (CR) of the six spheres and lung insert were calculated for each reconstruction and compared to the fully sampled image.

SNR and CR for hot (spheres) and cold (lung insert) areas were defined as (NEMA 2001):

\[
\text{SNR} = \frac{\text{Mean}(H)}{\text{Standard deviation}(B)}
\]

and

\[
\text{Contrast Recovery (hot)} = \frac{H - H_{\text{true}}}{H_{\text{true}}} - 1, \quad \text{Contrast Recovery (cold)} = 1 - \frac{C}{B},
\]

where \(H\) stands for the mean of the measured sphere activity, \(B\) is the mean of the measured background, \(C\) stands for the mean of the measured lung insert activity, and true refers to the known values in the spheres and the background. In both cases, the mean was based on manual drawing of ROIs around the spheres. The standard deviation in the SNR calculation was based on five ROIs drawn in the background.

In this experiment, the nominal values of the algorithm parameters were \(N_{\text{iter}} = 15\) (outer loop iteration number), \(k = 32\) (number of dictionary columns), patch size = \(4 \times 4\), \(L = 6\).

Figure 2. (a) The PET scanner configuration showing 35 detector modules (2 blocks/module). The first block in modules 0, 4, 8, 13, 17, 22, 26, 31 was turned off (black) to simulate missing detector response. (b) The corresponding mask in the sinogram space; black corresponds to the removed detectors in the sinogram.
(sparsity of the coefficients), K-SVD-iteration = 30 which was initialized with the left singular vector values, and OMP with a threshold set to 0.02.

2.2.2. Patient study. Five patients (three men and two women; mean age ± SD, 60±15 years) referred for PET/CT imaging of various lesions were also evaluated to test the performance of the proposed DL approach. Following 4 h of fasting, four of the five patients were intravenously injected with 296–444 MBq (8–12 mCi) of FDG while one patient was injected with 18-NaF with 317 MBq (8.57 mCi). No specific criteria were used to select the patients for this study other than no adverse imaging artifacts during the image acquisition process. Images of NaF and FDG were selected to show the applicability of the proposed approach over different PET images. In all patients, imaging started 60–90 min after injection. The imaging process consisted of a scout followed by a whole-body CT scan and a whole-body PET scan covering the area from the patients’ orbits to thighs for the FDG patients and head to toe for the NaF study. The duration of the PET scan was 3 min per bed position. During the imaging process, the patients were requested to breathe regularly. The acquired sinograms were then reconstructed in a similar manner to the phantom data and the resultant images (baseline, partially sampled and DL recovered) were compared by evaluating the RMSE in manual ROIs drawn around patient lesions on the corresponding images. Furthermore SNR and CR of the ROIs were calculated for each reconstruction and compared to the fully sampled image. In addition difference images between the recovered (using DL) and the fully sampled images were generated to identify any reconstruction irregularities and a plot showing the convergence of the cost function value versus iteration number was also generated to illustrate the convergence behavior of the algorithm. The DL recovery algorithm parameters for the patients studies were similar to those of the phantom study.

2.2.3. Algorithm parameter assessment. We also evaluated the impact of four different parameters on the outcome of our proposed reconstruction algorithm using two of our patient studies (P1 and P4). The parameters evaluated were: (1) the noise level (γ), (2) percentage of detector removed, (3) patch size (n), and (4) the sparsity of coefficient elements (L).

We evaluated the effect of noise by adding ten different Poisson noise levels (γ = 0, 1, 2, ..., 10) to the undersampled patients’ study (P1 and P4) sinogram and reconstructed the resulting data using the DL algorithm. In order to simulate the noise, an image was forward projected to generate its corresponding sinogram (this represented a sinogram with γ = 0). The ‘poissrnd’ matlab command was then applied to this sinogram on pixel by pixel to generate a noisy sinogram equal to γ = 1. We then divided the sinogram by 2 and repeated the process to generate noisy sinograms (γ = 2). This process was repeated from γ = 2 to γ = 10. The corresponding images were then reconstructed and compared to the original fully sampled image divided by γ, by calculating the RMSE between the original and DL recovered image for increasing noise levels and the results were plotted.

For percent of detectors removed, we forward-projected the same fully sampled patient images (P1 and P4), and then reconstructed the resulting sinograms using DL with increasing undersampling ratios ranging from 5% to 55% detector removal. All other parameters were kept constant. In each case, the undersampling was done by removing detectors in an equidistant manner along the circumference of the scanner. The resultant images were then compared to the original fully sampled image by calculating the RMSE between the original and recovered image. A plot of RMSE recovery for increasing detector removal was generated. The procedure was repeated for different noise levels (γ = 0, 1, 2, 3, 4, 5, 10).

To evaluate the effect of patch size effect on the proposed algorithm, we tested patch sizes ranging from 2×2 to 10×10 while keeping all other parameters constant (inherent noise
and then reconstructed the resulting data using DL. The RMSE between the resultant images and original fully sampled image was plotted for increasing patch size.

Finally, the effect of sparsity of the coefficients level \( L \) on the proposed algorithm was tested by varying \( L \) from 10% to 90% of the patch size. In this case, a patch size of \( 4 \times 4 \) was used with inherent noise and 11% detector removal. Here, also the RMSE between the resultant images and original fully sampled image was plotted for increasing sparsity of the coefficients level.

\[ \gamma = 0, 11\% \text{ detector removal} \]

3. Results

3.1. Phantom study

Figure 3 shows the results of the phantom study. The partially sampled image exhibits streak artifacts owing to the missing observations (samples), whereas the DL image shows decreased streak artifacts. The RMSE between activity concentration values of the spheres among the fully sampled, partially sampled, and recovered images for the DL approach are shown in table 1. The Table also shows the CR and SNR for these cases. The results in table 1 as well as figure 3 show that the DL approach has better overall performance (RMSE, CR, SNR) compared to the partially sampled image. All images are displayed using the same scale.

Figure 4(A) shows a difference image between the DL-recovered image and the fully sampled image. The image shows there is little difference between the recovered DL and fully sampled images. Figure 4(B) shows the convergence of the cost function versus iteration numbers. The plot indicates that with 15 iterations, the algorithm reaches convergence.

3.2. Patient study

Figure 5 shows various axial images from four different patient studies (P1–P4) using the fully sampled, partially sampled, and DL-recovered images. The RMSE, SNR, CR for all lesions in the five patient studies are shown in table 2. The results in this table indicate that the DL approach (figure 5(A)) has better overall performance than the partially sampled image (figure 5(B)). Furthermore, the SNR and CR results of the DL approach are very similar to baseline. Figure 6(A) shows a difference image between the DL-recovered and fully sampled images of one of the patients (P1). The difference image clearly shows that the DL approach produces an image that is very similar to the fully sampled image. Figure 6(B) shows the convergence of the cost function versus number of iterations for patient (P1). The plot indicates that with 15 iterations, the algorithm has convergence.
The algorithm parameter assessment was performed on two patient studies (P1 and P4). The results showed similar trends; however, data from only one patient study (P4) are shown. Figure 7 shows the noisy sinograms for $\gamma = 0, 1, 2, 4, 8, 10$ levels of Poisson noise. Figure 8(A) shows a plot of %RMSE between the DL and baseline image for increasing noise levels. The results show that the proposed algorithm recovers undersampled images with RMSE of 5% to 15% with increasing noise levels.

The result of DL performance with increasing number of detectors removed is shown in figure 8(B). The figure shows that the proposed DL approach can restore the image with up to 10% RMSE (horizontal dotted line) with respect to baseline even when 35% of detectors are equidistantly removed and a noise level of $\gamma \leq 2$.

Figure 8(C) shows the impact of patch size on DL recovery. Reconstructions for patch sizes of $2 \times 2$ to $10 \times 10$ are shown in the figure. The results suggest that the best RMSE correspond to a patch size of $3 \times 3$ while increasing the patch size results in an increase in RMSE.

### Table 1. RMSE, SNR and CR of the phantom study: C1 (largest sphere) to C6 (smallest sphere).

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Partially sampled</th>
<th>DL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR</td>
<td>CR</td>
<td>RMSE%</td>
</tr>
<tr>
<td>C1</td>
<td>25.8</td>
<td>1</td>
<td>9.4</td>
</tr>
<tr>
<td>C2</td>
<td>25.4</td>
<td>0.96</td>
<td>12.3</td>
</tr>
<tr>
<td>C3</td>
<td>24.8</td>
<td>0.94</td>
<td>11.5</td>
</tr>
<tr>
<td>C4</td>
<td>21.2</td>
<td>0.71</td>
<td>13.6</td>
</tr>
<tr>
<td>C5</td>
<td>14.0</td>
<td>0.67</td>
<td>23.1</td>
</tr>
<tr>
<td>C6</td>
<td>7.9</td>
<td>0.49</td>
<td>21.2</td>
</tr>
<tr>
<td>Bkg</td>
<td></td>
<td></td>
<td>31.6</td>
</tr>
<tr>
<td>Lung insert</td>
<td>0.73</td>
<td>0.62</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Abbreviations: RMSE, root-mean-square error; Bkg, background; TV, total variation; DL, dictionary learning.

### Figure 4. Phantom results: (A) the difference between the baseline image and the DL-recovered image (B) the cost function versus iteration number for the DL recovery algorithm.
Figure 8(D) shows the change in RMSE with the sparsity level of the patch of size 16 ($4 \times 4$). There is a slight decrease in the percent RMSE (image quality improves) when the sparsity level increases from 2 to 6 but remains relatively constant afterwards.

4. Discussion and conclusions

We developed an adaptive signal recovery model for PET images from partially sampled data based on CS with DL using image patches. The model was evaluated using phantom studies and five patient studies. In addition, we also evaluated the impact of four different parameters on the outcome of the proposed algorithm using two of the patient studies. The parameters evaluated were the noise level ($\sigma$), percentage of detector removed, patch size ($n$), and the sparsity of coefficient elements ($L$). Our results showed that the DL recovery algorithm is robust with regard to the investigated parameters and produces images that are comparable to
Fully sampled (no detector gaps) data. To the best of our knowledge this work represents the first time that DL has been used for PET image recovery and reconstruction.

Conventional CS reconstruction techniques often use a TV regularization method that produces blocky results in practical applications owing to the piecewise constant image model. In contrast, DL is aimed at learning local patterns and structures on image patches and simultaneously suppressing noise, resulting in reduced artifacts. In addition, DL adapts from the acquired data and thus provides sparser representation and better recovery quality.

Our results in tables 1 and 2 show that the DL image recovery results in only 5.8% and 3.8% average differences in RMSE when compared with the fully sampled images for phantom and patient studies, respectively. On average the SNR and CR for DL were 10.29 and 0.81 respectively.

The DL algorithm is initiated with the partially sampled reconstructed image using OSEM which is considered a good initial condition since it is believed to be in the local neighborhood of the true solution, and makes the convergence to a global minimum closer to the real solution. In general, the number of iterations required for the algorithm to converge varies depending on the complexity of the image and noise. However, since equation (5) is split into...
two steps (equations (6) and (7)) and in each step, there is a monotonic decrease in the corresponding cost functions (which is nonnegative), we are guaranteed convergence. Nonetheless, for practical purposes, we also set a preset maximum number of iterations (in this case 15) as a stopping criterion as well, to constraint the convergence to a relatively short processing time. An alternative initialization point is a FBP-reconstructed image which is characterized by faster reconstruction, however at the cost of lower image quality compared to OSEM which might impact the final DL image recovery. In this study, we have not investigated the advantages and/or shortcomes of FBP or OSEM as an initial reconstruction step.

Figure 7. Example of sinograms with varying Poisson noise levels (γ) 0, 1, 2, 4, 8, 10.
The minimization step for image reconstruction (equation (10)), requires a least square optimization which was simplified by leveraging the pseudo diagonal nature of $G_u^T G_u$ to reduce the computational cost. In this regard, the algorithm had an average run time of 2 min/iteration and 30 min in total for one image when implemented in Matlab ver. 7.9 (R2009b), running on a Dual 6c Xeon E5-2667 CPU machine using 2.9 GHz and 64 GB memory with Linux 2.6.32 as an operating system using 15 iterations for image recovery. The algorithm speed however can be further improved by employing fast and more efficient optimization techniques for both learning the dictionary (instead of K-SVD) and finding the sparse coefficients (instead of OMP). Also implementing the algorithm in C++ and GPUs is expected to further decrease the reconstruction times.

The robustness of the proposed algorithm was evaluated by varying several model parameters (noise level ($\gamma$), the percentage of detector removed, patch size ($n$), and the sparsity of coefficient elements ($L_z$)). For noise level, the RMSE between the DL recovered images and the baseline is shown in figure 8 for increasing noise levels ($\gamma = 0, 1, 2, 3, 4, 5, 10$). The reason the recovery works well with DL even in the presence of high noise content is that DL locally sifts noise while learning the structures of small subimages. In addition, the resultant image pixel values are derived from the average of all the overlapping patches that correspond to that pixel thereby further suppressing the noise content. This process is also applicable even when the noise is nonstationary owing to the local patch-based nature of recovery (Aharon et al 2006).

For percentage of detectors removed, our results (figure 8(b)) suggest that even with 35% of detectors removed, the DL recovered image had only 10% error with $\gamma \leq 2$. Further
removal of detectors, up to 50% shows 20% in RMSE with $\gamma \leq 3$ between the DL recovered and the baseline images with $\gamma = 0$. This is mainly due to the dictionary’s learning ability to enforce sparsity owing to the inherent representation of the data. For comparison, the partially sampled OSEM showed a 10% RMSE when 35% of the detectors were removed only under noiseless conditions ($\gamma = 0$); moreover, for 50% detector removal, the partially sampled OSEM resulted in 27% and 41% RMSE when $\gamma = 0$ and 10 respectively (partially sampled OSEM data not shown).

Our patch size evaluation suggested that the best performance was achieved when the size ranged between $2 \times 2$ and $4 \times 4$ primarily because a large patch size reduces the ability to learn localized details. However, in general the optimal patch size might vary with different images depending on their complexity. Furthermore, computational complexity increases with increasing the patch size due to the dependence of the majority of the other parameters on this metric. The patch size in our experiments was $4 \times 4$ while the size of the dictionary was $16 \times 32$. In this regard, the number of rows in the dictionary was equal to the patch size, while the number of columns was 2 to 4 times larger than the number of rows. In this work we did not study the effect of varying the number of dictionary columns as an independent parameter on the performance of the proposed DL algorithm.

Finally, the sparsity of coefficient elements in each patch showed that a value of 6 or larger, results in the smallest RMSE between the DL recovered image and baseline. However, since the larger this value is the longer the recovery will be, we set the number to the smallest value in this range ($L = 6$). However as can be seen in figure 8(d), changing the sparsity level has relatively little impact on the RMSE results. Furthermore, the evaluation did not include an evaluation of the effects of using a different recovery algorithm for the initial condition, nor studied the effect of varying the number of dictionary columns, on the performance of the algorithm.

The collective effect of these findings suggests that the algorithm is robust to all its internal parameters, since the RMSE between the recovered image and baseline is rather small (<10%). However, it is important to note that the evaluation of the proposed algorithm parameters was done in only two patient studies and hence further verification is needed before a conclusive assessment can be made.

The parameter $\mu$ in equations (5) and (10) requires careful weighting between the data fidelity and the DL terms such that each term is well represented in the final results. The data fidelity errors are mainly determined by the noise levels of the scan, whereas the optimal DL term values depend on the spatial variation of the true object. In our implementation we empirically set this parameter to $200/\gamma$ however a generalized cross-validation method can be used to determine its optimal value (Golub et al. 1979). It is important to note that the parameter $\mu$ is inversely proportional to the noise level ($\gamma$); therefore in a noiseless scenario, it will have a very large number thereby making the results more dependent on the term corresponding to the fidelity term. In noisy situations on the other hand, the $\mu$ value balances the effects of $\sum_{ij} R^T_{ij} D g_{ij}$ and $\mu G^T \hat{y}$, respectively.

We recovered the missing PET data by first reconstructing the images with no gap, forward-projecting these images with the system matrix, and then applying a mask corresponding to preset detector voids/gaps. In doing so, the resultant sinograms included all data corrections, albeit with detector gaps. Although this approach does not represent an actual measured sinogram with missing data, we believe that our approach does not affect the objective of our investigation since it affects the evaluation in a similar manner when DL-recovered or OSEM-recovered images are compared with the fully sampled data. In practice, to correct the sinogram that is obtained from the scanner with the missing samples, correction factors for
attenuation, decay, random, scatter, and normalization should also be included as inputs to our recovery algorithm.

Owing to computational complexity, the DL framework in this investigation was developed in two dimensions (2D), and the reconstruction was performed slice by slice. Each slice was recovered independently with no information obtained from adjacent slices. Since the input to the algorithm was a 2D-corrected sinogram, the signal recovery and image reconstruction performed in this evaluation was conducted in 2D mode as well. Extending the approach to 3D is straightforward but requires more computational time.

One limitation of this work is that we only evaluated partial detector removal along the cardinal axes of one axial slice for the phantom and patient studies. An optimal detector removal pattern depends on many factors including individual patient geometry, individual patient uptake distribution, scanner geometry, the sparsifying domain, and measurement space. Future work will investigate optimal detector removal configurations for site-specific scanning.

Another limitation of this work is the use of a Gaussian noise model for the fidelity term rather than a Poisson noise model which more adequately describes the acquired data. Our choice was primarily to simplify the solution of equation (7) (quadratic term) which was presented in equation (10). A more accurate noise modeling would incorporate Poisson or weighted least square type fidelity term (Bouman and Sauer 1996) which was not studied in this work.

Decreasing the number of detectors per ring while employing CS recovery techniques can be beneficial in several ways. This technique could lower the cost of the scanner because the scintillator and the associated photomultiplier tube are among the most expensive components of PET scanners. Furthermore, less expensive scanners with fewer detectors would make such systems more accessible to patients and physicians. Another potential advantage of the CS techniques is to decrease the scan time by increasing scanner sensitivity through exchanging the removed detectors between the transverse FOV and the axial FOV (adding gapped PET detector rings in the axial direction). Increasing the axial FOV, increases the scanner sensitivity as well as the extent of body coverage, both of which lead to shorter scan times while maintaining image quality. Furthermore, decreasing the scan time could increase patient throughput and decrease the likelihood of patient movement during the scan. Finally, increasing scanner sensitivity could also be traded for lower injected activity and hence lower patient radiation dose, while maintaining similar image quality.

In addition to cost reduction and/or improving scanner performance, our proposed approach might also have potential applications in open PET geometries, such as some designs used in Positron Emission Mammography (Shkumat et al. 2011), in-beam PET for in vivo dosimetry in hadron therapy (Vecchio et al. 2009, Cabello et al. 2013) or when novel PET prototypes or demonstrators are developed and consist of few detector heads (Sakellios et al. 2006, Yamaya et al. 2008). These systems however, have large detector gaps which might not be adequately recovered using our proposed approach. In this regard, an in depth investigation about the value of our proposed approach to such systems is warranted.

In conclusion, CS techniques using DL is a promising approach to recover relatively accurate activity concentrations even in the presence of partially sampled data.
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