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The basic design of a camera has remained unchanged for centuries. To acquire an image, light from the scene under view is focused onto a photosensitive surface using a lens. Over the years, the photosensitive surface has evolved from a photographic film to an array of digital sensors. However, lenses remain an integral part of modern imaging systems in a broad range of applications.

Unfortunately, lenses also introduce a number of limitations. First, while image sensors are typically thin, cameras end up being thick due to the lens complexity and the large distance required between the lens and sensor to achieve focus. For example, the thinnest mobile cameras today are approximately 5 mm thick, with the thickness increasing at larger lens aperture sizes. Second, lenses for visible light can be manufactured with inexpensive materials such as glass and plastic, but lenses for wavelengths farther into the infrared and ultraviolet are either extremely expensive or infeasible. Third, lens-based cameras invariably require post-fabrication assembly, resulting in manufacturing inefficiencies.

In this paper, we review a variety of alternate imaging approaches that completely eschew lenses. The primary task of a lens in a camera is to shape the incoming light wavefront so that it creates a focused image on the sensor. In the absence of a lens, a sensor would simply record the average light intensity from the entire scene. Lensless imaging systems dispense with a lens by using other optical elements to manipulate the incoming light. The sensor records the intensity of the manipulated light, which may not appear as a focused image. However, when the system is designed correctly, the image can be recovered from the sensor measurements with the help of a computational algorithm. Figure 1 shows the processes for capturing/reconstructing images in lensed and lensless systems. The simplest lensless imaging system is the pinhole camera. It is inefficient, however, since the small pinhole restricts the amount of light reaching the sensor. Coded aperture cameras improve the light efficiency using a mask with an array of pinholes. The sensor measurements become a superposition of the images formed by each aperture, and the computational recovery algorithm’s task is to reorganize the measurements to recover the image.

There are many benefits to going lensless:
Fig. 1: Lensed vs Lensless imaging. (Top) Illustration of a lens-based camera where a lens maps the scene on to a sensor to form a clear image. A few examples of lens-based systems are shown. (Bottom) The process of capturing an image using a lensless camera. An additional step of computation is required to reconstruct a clear image from the muddled sensor data. A few examples of lensless cameras ([11], [16], [24] and our prototype based on [31]) are also shown.

- **Scalable fabrication.** Lensless cameras can be directly fabricated using traditional semiconductor fabrication technology. For example, a multiple-aperture mask can be fabricated either directly in one of the metal interconnect layers or on a separate wafer thermal compression that is bonded to the back side of the sensor, as is typical for back-side-illuminated image sensors [1]. Thus, lensless cameras can benefit from all of the scaling advantages of semiconductor fabrication, resulting in a low-cost, high-yield, high-performance device. In contrast, conventional cameras require inefficient post-fabrication assembly of the lens system.

- **Thin form factor.** Since the standoff distance between a multiple-aperture mask and the image sensor array need only be a few tens to hundreds of microns, an entire lensless camera can be only a few
tens to hundreds of microns thick—resulting in potentially the thinnest cameras ever produced.

- **Wavelength scaling.** Lensless cameras have been used for X-ray, gamma-ray, and astronomical imaging for decades. Lensless imaging in the visible, short-wave infrared (SWIR), and thermal wavebands is relatively new. Moreover, the technology can also be expanded to the mm-wave, terahertz, and other bands with minimal modifications, providing unmatched spectral flexibility.

- **Low cost.** While the cost of high-resolution cameras has fallen rapidly in the visible range, it remains high outside the visible range (e.g., infrared). One reason is that lenses for these wavelengths must be manufactured using expensive materials. By doing away with lenses and the need for post-fabrication assembly, lensless cameras promise significant cost reductions for imaging outside the visible spectrum.

- **Non-planar geometries.** Lensless cameras can be adapted to arbitrary sensor geometries, including not just planar but also cylindrical, spherical, and even flexible sensors. The compact form of spherical lensless cameras promise unmatched maneuverability in constrained environments such as endoscopy.

- **Light throughput.** Lensless cameras can be designed to have very large input apertures, which translates into improved light efficiency and much larger field-of-view than conventional lens-based systems.

- **Three-dimensional (3D) imaging.** Lensless imaging systems can extract 3D and refocusing information in addition to 2D imaging. Although this ability is not yet competitive with existing lens-based techniques such as light-field and time of flight, the extracted 3D information may still be useful in some contexts such as gesture identification.

In this paper, we review the past, present, and future of lensless imaging as a shining example of the opportunities afforded by *computational imaging*, a design framework that uses computational algorithms to replace or augment imaging hardware (in this case replacing the lens). After reviewing classical and contemporary approaches to lensless imaging, we introduce and analyze a mathematical model that exposes the key issues underlying these architectures. The bulk of the paper consists of a case study of the *FlatCam*, a particular mask-based lensless imager we have developed.

**Early Lensless Imaging Systems**

*Pinhole cameras*

The very first cameras were lensless. Pinhole cameras, also known as the *camera obscura*, were discovered centuries before the invention of lenses and photography. Pinhole cameras have been well known since Alhazen (965-1039 AD) and Mozi (c. 370 BCE). However, the first photograph using a pinhole camera was captured in 1850. Pinhole cameras offer a simple and elegant architecture for lensless imaging that consists of a single aperture in front of a sensor. Light from an object passes...
through the pinhole and forms its image on the sensor. However, a tiny pinhole is required to produce sharp images, which results in very low light throughput. As a consequence, a pinhole camera requires very long exposure times to acquire images at high quality. Indeed, lenses were introduced into cameras for precisely the purpose of increasing the size of the aperture, and thus the light throughput, without degrading the sharpness of the acquired image.

**BOX 1 (including Fig. 9) TO BE HERE**

*Coded aperture cameras*

Coded aperture cameras extend the idea of a pinhole camera by replacing the small, single aperture with a mask containing multiple apertures [2]–[4]. Coded aperture cameras were originally invented for imaging with X-rays and gamma-rays, wavelengths of light that are not easily amenable to lens-based imaging (see Box 1). In a general coded aperture system, sensor measurements represent a superposition of the images formed behind each pinhole. The primary motivation for a coded mask is to increase the light throughput while retaining the ability to reconstruct high-resolution images. For instance, if the mask contains $P$ pinholes, then the sensor image is the sum of $P$ overlapping images of the scene. The signal-to-noise ratio in such an image is approximately $\sqrt{P}$ times better than a single pinhole image [2], [3].

In contrast to a single-pinhole camera, the sensor measurements of a coded aperture camera do not resemble an image of the scene. Rather, each light source in the scene casts a unique shadow of the mask onto the sensor, encoding information about locations and intensities. Consider a single light source on a dark background; the image formed on the sensor will be a shadow of the mask. If we change the angle of the light source, then the mask shadow on the sensor will shift. If we change the depth of the light source, then the size of the shadow will change. We can represent the relationship between the scene and the sensor measurements as a linear system that depends on the pattern and placement of the mask. Inverting this system using an appropriate computational algorithm will recover an image of the scene.

The design of the mask plays an important role in coded-aperture imaging. An ideal pattern would maximize the light throughput while providing a well-conditioned scene-to-sensor transfer function to facilitate inversion. In this regard, several mask designs have been proposed in coded aperture literature, including Fresnel zone plate, random pinhole patterns, uniformly redundant arrays (URAs) [3], and their extensions. URAs are particularly useful because of two key properties: (1) almost half of the mask is open, which boosts the signal-to-noise ratio; (2) the autocorrelation function of the mask is close to a delta function, which aids in calibration and image recovery. URA patterns are closely related to the
Hadamard-Walsh functions and the maximum length sequences that are maximally incoherent with their cyclic shifts [5].

**Zone plates**

A zone plate can also be used to focus light and form an image using diffraction [6], [7]. A zone plate consists of concentric transparent and opaque rings (or zones). Light hitting a zone plate diffracts around the opaque regions and interferes constructively at the focal point. Zone plates can be used in place of pinholes or lenses to form an image. One advantage of zone plates over pinholes is their large transparent area, which provides better light efficiency. In contrast with lenses, zone plates can be used for imaging wavelengths where lenses are either expensive or difficult to manufacture [8], [9].

**Contemporary Lensless Imaging Systems**

Recent advances in sensor technology (in particular, the conversion from analog film to digital CCD and CMOS sensor arrays), image reconstruction models and algorithms, and computing resources have made lensless imaging a burgeoning field. Here we briefly review some of the recent research in this area.

**Lensless imaging using programmable apertures**

Programmable mask-based lensless imaging designs have recently been proposed in [10]–[12]. The camera proposed in [10] consists of a sensor and layers of programmable spatial light modulators (SLMs) whose transmittances are controllable in space and time. By applying different patterns in each layer, the incoming light can be manipulated in a number of ways. For example, the camera can track a moving object by shifting a pinhole in one of the layers, select and capture disjoint regions in the scene, or perform computations on the scene and record the results directly on the sensor.

The lensless camera in [11] (first example of lensless in Figure 1) uses compressive sensing principles to capture and recover images. It consists of a single programmable SLM and a single pixel detector. It captures multiple measurements of the scene by changing the mask pattern. The scene is then reconstructed by solving a sparse recovery program. Using multiple pixel detectors, this design can reconstruct a higher resolution image for a planar or a sufficiently distant scene [13].

The camera in [12] consists of a sensor array and an SLM implementing a separable mask pattern. This camera can reconstruct the scene using a single sensor image, but the reconstruction quality improves using multiple sensor images with different mask patterns. In the development of this camera, the authors showed that traditional techniques [3] of using URA and modified URA (MURA) aperture patterns fail due to significant diffraction effects in the visible spectrum.
Ultra-miniature lensless imaging with diffraction gratings

Ultra-miniature cameras (approximately 100 µm width and thickness) have been implemented in [14]–[17] using integrated diffraction gratings and CMOS image sensors. The pixels in [14] use diffraction gratings over a photodiode in order to be sensitive to the angle of incident light. The angle selectivity is achieved due to a phenomenon called the Talbot effect [18] and enables the camera to perform lensless 3D imaging in the near-field. The gratings were fabricated as metal wiring layers over the photodiodes.

The phase gratings in [16] are designed such that they impose spiral-shaped diffraction patterns (second example for lensless in Figure 1) on the sensor array. The diffraction pattern is etched on a refractive medium placed above the sensor. The spiral pattern can also be viewed as the point spread function of these imaging systems. Similar to a coded aperture system, the image formed on the sensor is a superposition of shifted and scaled spiral patterns. However, in contrast to an amplitude mask, a phase grating-based mask has improved light efficiency, since it blocks much less light. While an image of the scene can be recovered using a computational algorithm, the primary purpose of these small-size and low-cost designs is distributed monitoring and inspection (for example, in the internet-of-things).

Lensless microscopy via shadow and diffraction imaging

Lensless cameras have also been successfully demonstrated for several microscopy and lab-on-chip applications. We can divide the lensless microscopes into two broad categories: contact-mode shadow imaging-based microscopes [19]–[21] and diffraction-based lensless microscopes [22]–[27]. In a shadow imaging-based microscope, a microscopic sample is placed extremely close to a sensor array (ideally within 1 µm) so that diffraction is minimized. Light from an illumination source passes through the sample and casts a shadow on the sensor with unit magnification. The shadow image represents the image of the microscopic sample under observation. It is also possible to capture multiple images of a sample with subpixel shifts for the purpose of digital superresolution. The on-chip microscope in [20] demonstrated imaging of red blood cells at a resolution of 600 nm by combining multiple low-resolution shadow images of blood flowing in a microfluidic channel.

Diffraction-based lensless microscopes allow a significant distance between the sample and the sensor plane. Light scattered by the sample interferes with itself and creates an interference pattern on the sensor (third example of lensless in Figure 1). These interference patterns can be digitally processed to reconstruct an image of the sample [24], [25]. The on-chip microscope in [25] demonstrated imaging of red blood cells at a resolution less than 7 µm with a field-of-view of 20.5 mm². Since the optical sensor records only the intensity of the interference patterns and loses the phase information, image reconstruction relies on computational methods for phase retrieval [28], [29].
A MATHEMATICAL MODEL FOR LENSLESS IMAGING

A simple mathematical model can be used to explain, characterize, and analyze the operation of a variety of lensless imagers.

Lensless imaging architecture

Consider the imaging architecture in Figure 2, which consists of an amplitude mask placed in front of an image sensor. Both the sensor and the mask are assumed to be planar and parallel to each other. The mask is placed a distance \( d \) (typically measured in microns) in front of the sensor; hence, we can assume the sensor is placed on the plane \( z = 0 \) and the mask on the plane \( z = d \). Assume without loss of generality that the mask is binary-valued and consists of opaque and transparent elements that either block or transmit light. An important variable is the smallest feature size on the mask, \( \Delta \); intuitively, the binary mask is constructed using opaque or transparent building blocks of size \( \Delta \times \Delta \). Denote the pixel pitch, or the size of individual sensor pixels, by \( w \). Given this basic setup, we can characterize the spot size produced by a mask element and characterize when the spot can be well-approximated using geometric (ray) optics.

Image formation

We characterize image formation using the geometric optics model. While this approach largely ignores diffraction, the resulting model is useful for the design and analysis of well-conditioned imaging architectures. Furthermore, the calibration procedure that we detail in subsequent sections can account for...
un-modeled diffraction effects. For the simplicity of notation, we assume a simplified 2D world imaged by a 1D mask and sensor. The extension to a 3D world imaged by a 2D mask and sensor is straightforward except where stated otherwise.

For a suitably defined scene irradiance vector \( \mathbf{x} \in \mathbb{R}^N \), the scene-to-sensor mapping can be described using the linear set of equations

\[
\mathbf{y} = \Phi \mathbf{x} + \mathbf{e},
\]

where \( \Phi \in \mathbb{R}^{M \times N} \) is the measurement matrix, \( \mathbf{y} \in \mathbb{R}^M \) is the image formed on the sensor, and \( \mathbf{e} \) is measurement noise. This model can be interpreted in two different ways: (1) Each sensor measures a weighted, linear combination of light from multiple scene locations, and each row in \( \Phi \) encodes the weights for the respective sensor. For a scene at infinity, the weights for two different sensor pixels simply differ by a translation of the mask pattern. As a consequence, the matrix \( \Phi \) has a Toeplitz structure. (2) Every light source in the scene casts a shadow of the mask on the sensor. Thus, the image formed on the sensor is a superposition of shifted and scaled versions of the mask. The shift and the scaling of the mask pattern encodes the angle and distance of the light source onto the sensor. These properties are invaluable in the design of masks that provide near-optimal recovery under noise. Given the image formation model in (1), our tasks are to formulate an inversion algorithm that recovers the scene \( \mathbf{x} \) from the sensed image \( \mathbf{y} \) and design mask patterns that achieve optimal recovery performance. We study both problems in the subsequent sections.

**Image reconstruction**

Given the sensor measurements \( \mathbf{y} \in \mathbb{R}^M \) and the measurement matrix \( \Phi \), recovering \( \mathbf{x} \in \mathbb{R}^N \) depends mainly on the rank of the matrix \( \Phi \) and its condition number. When \( \text{rank}(\Phi) = N \) and the matrix is well-conditioned, we can obtain an estimate of \( \mathbf{x} \) by solving the least-squares problem

\[
\min_{\mathbf{x}} \| \Phi \mathbf{x} - \mathbf{y} \|_2^2,
\]

which has the closed form solution \( \hat{\mathbf{x}}_{\text{LS}} = \Phi^+ \mathbf{y} = \mathbf{x} + \Phi^+ \mathbf{e} \), where \( \Phi^+ = (\Phi^T \Phi)^{-1} \Phi^T \) is the pseudoinverse of \( \Phi \). When \( \Phi \) is not well-conditioned, the least squares estimate \( \hat{\mathbf{x}}_{\text{LS}} \) suffers from noise amplification. When \( \Phi \) is rank-deficient, the matrix becomes singular and an estimate cannot be achieved.

In the ill-conditioned and rank-deficient cases, we can use an image prior to regularize the inverse problem. Specifically, instead of solving (2), we solve

\[
\min_{\mathbf{x}} \| \mathbf{y} - \Phi \mathbf{x} \|_2^2 + \lambda \mathcal{R}(\mathbf{x}),
\]
where $\|y - \Phi x\|^2$ quantifies the data fidelity, $\mathcal{R}(x)$ is a regularization term that enforces an image prior, and $\lambda > 0$ controls the trade-off between fidelity and regularization. A popular choice for the regularizer that is useful for noise-suppression is Tikhonov regularization (a.k.a. ridge regression) via $\mathcal{R}(x) = \|x\|^2_2$.

Natural signals such as images and videos exhibit a host of geometric properties including sparse gradients and sparse coefficients in certain transform domains (e.g., Fourier or wavelets). By enforcing these geometric properties, we can suppress noise amplification as well as obtain unique solutions even when $\Phi$ is rank-deficient (i.e., $M < N$). A pertinent example for image reconstruction is the total-variation (TV) model, where the regularizer $\mathcal{R}(x) = \|x\|_{TV}$ corresponds to the TV of the image, which is computed from its gradients. Writing the scene $x$ as the 2D image $x(u, v)$ and defining $g_u = D_u x$ and $g_v = D_v x$ as the $u$- and $v$-components, respectively, of the spatial gradient of the image, the TV of the image is given by

$$\mathcal{R}(x) = \|x\|_{TV} = \sum_{u,v} \sqrt{g_u(u, v)^2 + g_v(u, v)^2}.$$  

The minimization (3) with a TV prior is convex and produces images with sparse gradients. A host of efficient techniques have been developed to obtain the solution. A range of even more realistic image models have been developed (e.g., [30]), but the resulting optimization might not be convex.

**FlatCam: A Lensless Imaging Case Study**

To illustrate the design tradeoffs involved in a practical lensless camera design, we review the FlatCam [31], which was inspired by the coded aperture imaging principles pioneered in astronomical X-ray and Gamma-ray imaging [2]–[4], [32] (see Box 1).

**Architectural overview**

The FlatCam design achieves a large photosensitive area with a thin form factor by replacing the lens with a coded, binary mask. The thickness of the camera is minimized by placing the mask almost immediately on top of a bare conventional sensor array. The image formed on the sensor can be viewed as a superposition of many pinhole images. An illustration of the FlatCam design is presented in Figure 3. Light from all points in the scene passes through a coded mask and forms a multiplexed image on the sensor. A computational algorithm is used to recover the original light distribution of the scene from the sensor measurements.

The FlatCam design has many attractive properties besides its slim profile. First, since it reduces the thickness of the camera but not the area of the sensor, it can collect more light than a miniature, lens-based camera of the same thickness. The light collection ability of FlatCam is proportional to the size of
Fig. 3: FlatCam architecture. Every light source within the camera field-of-view contributes to every pixel in the multiplexed image formed on the sensor. A computational algorithm reconstructs the image of the scene. (Left) Inset shows the mask-sensor assembly of our prototype, in which a binary, coded mask is placed 1.2 mm away from an off-the-shelf digital image sensor. (Middle) An example of sensor measurements. (Right) Image reconstructed by solving a computational inverse problem of the form (3). Figure modified from [31].

the sensor and the transparent regions (pinholes) in the mask. In contrast, the light collection ability of a lens-based camera is limited by the lens aperture size, which is restricted by the requirements on the device thickness. Second, the mask can be created from inexpensive materials that operate over a broad range of wavelengths. Third, the mask can be fabricated simultaneously with the sensor array, creating new manufacturing efficiencies.

Mask design and calibration

Separable masks: The FlatCam uses a separable mask pattern, i.e., the 2D mask pattern is the outer product of two 1D patterns. Such a pattern drastically reduces the storage and computational footprint of the measurement matrix \( \Phi \). When the mask pattern is separable, the imaging equation (1) can be rewritten as

\[
Y = \Phi_L X \Phi_R^T + E,
\]

where \( X \) is an \( N \times N \) matrix containing the scene radiance; \( Y \) in an \( M \times M \) matrix containing the sensor measurements; \( \Phi_L \) and \( \Phi_R \) are matrices representing 1D convolution along the rows and columns of the scene, respectively; and \( E \) denotes the sensor noise and model mismatch. For a megapixel scene/image and a megapixel sensor, \( \Phi_L \) and \( \Phi_R \) each have only \( 10^6 \) elements, as opposed to \( 10^{12} \) elements in \( \Phi \). A similar idea has been recently proposed in [12] with the design of doubly Toeplitz mask.
**Mask design:** The mask pattern should be chosen to make the matrices $\Phi_L$ and $\Phi_R$ as numerically stable as possible, which ensures a stable recovery of the image $X$ from the sensor measurements $Y$. In the context of image reconstruction using signal priors (for example, TV prior discussed above), random matrices enjoy stable recovery guarantees. Hence, we construct the separable mask pattern as the outer-product of two 1D pseudo-random sequences.

**Calibration:** The low-dimensionality of $\Phi_L$ and $\Phi_R$ in (4) support a simple and efficient calibration scheme. Instead of modeling the convolution shifts and diffraction effects for a particular mask-sensor arrangement, we directly estimate the system matrices from training data. To align the mask and sensor, we adjust their relative orientation such that a separable scene in front of the camera yields a separable image on the sensor. For a perfectly aligned system, displaying a horizontal/vertical line on a screen in front of the camera results in an image containing a set of sharp horizontal/vertical stripes. We first achieve sharpness by rotating the mask relative to the screen. Then, we align the sensor and mask so that the stripes on the sensor image are parallel to the image axis. To calibrate a system that can recover an image $X$ with dimensions $N \times N$, we estimate the left and right matrices $\Phi_L$ and $\Phi_R$ using the sensor measurements of $2N$ known calibration patterns projected on a screen as depicted in Fig. 4. Our calibration procedure relies on an important observation: If the scene $X$ is separable, i.e., $X = ab^T$ where $a, b \in \mathbb{R}^N$ then, for an ideal system,

$$Y = \Phi_L a b^T \Phi_R^T = (\Phi_L a)(\Phi_R b)^T.$$  

In essence, the image formed on the sensor is a rank-1 matrix, and using a truncated singular value decomposition (SVD), we can obtain estimates of $\Phi_L a$ and $\Phi_R b$ up to a signed, scalar constant. We take $N$ separable pattern measurements for calibrating each of $\Phi_L$ and $\Phi_R$. In practice, we average several measurements of each calibration pattern to reduce the effects of sensor noise.

**Prototypes**

We have built two different FlatCam prototypes. The first prototype consists of a Point Grey Flea3 with a Sapphire EV76C560 CMOS sensor which has a $5.3 \, \mu m$ pixel size and measured Chief Ray Angle (CRA) of $25^\circ$. (The CRA of a sensor determines the cone of light that can enter a pixel.) The diffractive mask is chrome on quartz glass placed adjacent to the infrared filter of the sensor (mask-to-sensor distance: 1.2 mm). The pattern on the mask is an outer product of two length-1024 pseudorandom sequences of smallest feature size $25 \, \mu m$. Sample reconstructions using this prototype are shown in Figure 5 (Top). Reconstructions of a dynamic scene are shown in Figure 5 (Bottom); here, we operated the camera with...
Fig. 4: Calibration for measuring the left and right matrices $\Phi_L$ and $\Phi_R$ corresponding to a separable mask. (Top) Separable patterns displayed on a screen in front of the camera. The patterns are orthogonal, one-dimensional Hadamard codes that are repeated along either the horizontal or vertical direction. (Bottom) Estimated left and right matrices. Figure modified from [31].

a 3 ms exposure and recovered videos of 60 frames-per-second with each frame of the video recovered independently as a stand-alone image.

The second prototype was assembled with a diffractive mask and spacer attached directly to the surface of an Omnivision OV5647 CMOS sensor (fourth example of lensless in Figure 1). The Omnivision sensor has pixels of size 1.4 $\mu$m and measured CRA of 28°. The diffractive mask was fabricated by depositing a thin-film of chrome on fused silica that was then patterned with photoresist and etched to leave the desired pattern. The mask was then diced, aligned to the CMOS pixel array and attached with optical epoxy (mask to sensor distance 500 $\mu$m). The pattern on the mask is the outer product of length-1296 and 972 pseudorandom sequences of smallest feature size of 2.8 $\mu$m. The smaller feature size and pixel pitch of this prototype enable reconstructions at a higher resolution. However, a drawback of the smaller pixel pitch is a sensor with poorer SNR performance which results in noisier measurements and reconstruction compared to our first prototype (see Figure 6).
Fig. 5: (Top) Reconstruction of three static scenes using the Flea FlatCam prototype. (Bottom) Sample frames from video reconstruction of a toy performing a backflip aided by human hands. The video was recorded at 60 frames-per-second.

The remainder of the examples below were obtained using the higher-quality Flea3 sensor prototype.

Programmable masks

In many applications, a camera has the opportunity to acquire several images of a scene, and both folk wisdom and theory tell us that averaging the acquisitions should suppress noise. In contrast to a lens-based camera, a lensless camera could be equipped with a programmable mask that changes for each acquisition in order to provide diversity in the acquisitions. Presumably, such a camera should not only suppress noise but also average out imperfections in the measurement operator $\Phi$ (recall that $\Phi$ is never perfectly conditioned in a coded aperture system).

To demonstrate the potential of a programmable mask FlatCam, we simulated multi-image capture using
Fig. 6: Flatcam prototype comparison. Top left is our first prototype with chrome mask placed directly in front of the Flea3 sensor; bottom left is our second prototype with the Omnivision sensor directly epoxied to mask (insets show close-up of the sensors and masks). To the right are reconstruction and BM3D denoised reconstructions for each prototype. The smaller feature size and pixel pitch of the Omnivision prototype provide superior resolution at the cost of more noisier image reconstruction.

the sequences of separable measurement matrices \( \{ \Phi_L \}_{i=1,...,L} \) and \( \{ \Phi_R \}_{j=1,...,R} \). The measurements of the scene \( X \) using each pair of measurement matrices are given by

\[
Y_{(i,j)} = \Phi_L X \Phi_R^T + E_{(i,j)},
\]

which can be stacked into the larger system

\[
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in order to estimate $X$ by solving the least-squares problem

$$\hat{X}_{LS} = \arg \min_X ||\Phi_LX\Phi_R^T - Y||^2_F,$$

(7)

where $||\cdot||_F$ denotes the Frobenius norm. A regularization term can also be added as in the single-image-capture case.

Figure 7 (left) illustrates the results of a simulation of this approach. We generated a virtual high-resolution scene $X$, acquired a number of noisy acquisitions according to the model (5), and recovered the image estimate according to (7) with an additional Tikhonov regularizer. The horizontal axis corresponds to the number of acquisitions, each of which used a new mask. The vertical axis corresponds to peak-signal-to-noise ratio (PSNR), which measures the mean-squared error between the image estimate and $X$. Each acquisition had the same, fixed exposure time, and so we expect the quality of the image estimate to improve as we fuse more acquisitions. The blue curve demonstrates not only this improvement, but also an additional improvement due to changing the mask for each acquisition rather than reusing the same mask repeatedly. In particular, taking 9 acquisitions using 9 different masks attains a PNSR of 13.7 dB, while taking 9 acquisitions with the same mask attains a PSNR of only 11.8 dB (green dot on the figure). This 2 dB gain is testimony to the power of programmable masks.
The careful reader will note, however, that in practice the scene might change during acquisition, which would invalidate the model (5) and commensurately reduce performance. To investigate the effect of scene motion, we repeated the above experiment with three different dynamic scenes that diagonally translate the virtual high-resolution scene \( X \) by 0.05, 0.1, and 0.2 pixels per acquisition. For the slow-moving scene, the reconstruction performance improves with the number of acquisitions, just as with a static scene. But for the faster-moving scenes, after peaking early on, the reconstruction performance deteriorates with the number of acquisitions, due to the increased deviation from the model. Figure 7 (right) shows the reconstructed images using 1, 9, and 36 measurements for the static scene and the scene moving at 0.2 pixels per acquisition.

The trade-off between spatial and temporal resolution could be improved by estimating the motion between frames and registering the measurements before reconstructing the image (a difficult, but solvable problem; see [33]). Adaptive measurement schemes also hold promise for balancing this tradeoff.

**3D imaging**

FlatCam can computationally change its focus to new depths in a scene from a single acquisition. The key is that, for a given mask design, we can calibrate a set of separable measurement matrices \( \{ \Phi_{L,i} \}_{i=1}^{L} \) and \( \{ \Phi_{R,j} \}_{j=1}^{R} \), each obtained using a screen at a different depth (recall Figure 4).

Figure 8 (left) shows a heat map of reconstruction PSNR of a simulated 2D scene as a function of the scene distance and the calibration distance of the measurement matrices. We see that the reconstruction quality improves as the calibration depth of the camera approaches the actual scene depth. Moreover, the sensitivity of the reconstruction due to the discrepancy in these depths decreases with increasing scene distance.

Figure 8 (right), shows the reconstruction of a 3D scene at two different depth planes. For a particular fixed mask, we calibrated the measurement matrices with a screen at the distances of 7 cm and 27 cm. We accounted for the field of view of the sensor by adjusting the size of the calibration patterns in accordance with the CRA of the sensor. The resulting two sets of matrices were then used to create focused images at 7 cm and 27 cm from a single acquisition with FlatCam. (The line artifacts in the experimental reconstruction are due to scene illumination leaking into the sensor from the sides that was not accounted for in the calibration procedure. We can reduce the unaccounted light in future prototypes by introducing baffles.)
Fig. 8: 3D imaging with FlatCam. (Center) Experimental setup showing “FLAT” and “CAM” at different distances from the camera. (Left) Heat map of reconstruction PSNR of a simulation of the scene as a function of the scene distance and the calibration distance of the measurement matrices. At closer scene distances, the reconstruction is sensitive to the choice of multiplexing matrix at the correct calibration depth; at further scene distances, the sensitivity decreases. (Right) Reconstruction at 7 cm and 27 cm through simulation and our prototype FlatCam. The word “FLAT” placed at 7 cm is in focus when reconstructed using measurement matrices calibrated to depth of 7cm. The word “CAM” placed at 27 cm is in focus when reconstructed using measurement matrices calibrated to depth of 27cm.

LIMITATIONS AND CHALLENGES FACING LENSLESS IMAGING

The very first cameras were lensless (pinhole cameras), but the advent of lenses and other advanced optics relegated such systems to niche applications like X-ray and gamma ray imaging. The resurgence of lensless imaging can be attributed to the convergence of four factors: the development of digital CMOS and CCD sensor arrays, efficient and realistic image models and recovery algorithms, powerful computing, and new mask designs (such as the separable mask in the FlatCam).

The further development of lensless imaging, however, will face challenges. As the mask is moved closer to the sensor in any pinhole or coded aperture camera, the angular resolution decreases, resulting in a trade-off between minimal thickness and spatial resolution [29]. Additionally, computationally recovering a scene from less-than-perfectly-conditioned sensor measurements results in noise amplification. Although noise amplification cannot be eliminated, careful design of mask patterns and regularization models can minimize this effect. The necessity for a computational algorithm also results in a time-lag between image acquisition and reconstruction (∼100 ms for FlatCam). Such a delay may be acceptable in certain applications but unacceptable in others such as augmented or virtual reality. There are a number
of avenues for continued research and development that could lead to significantly improved lensless imaging performance, including new architectures for improving spatial resolution, new image models to reduce the demultiplexing noise, and new computational algorithms to support high-speed sensing. Sometimes, size matters. The lensless imaging approach promises to challenge the traditional barriers of size, weight, cost, and performance in a broad range of applications spanning consumer, medical, scientific imaging, machine vision, and remote sensing. Indeed, the future of lensless imaging research and development looks very bright.

**BOX 1: CODED APERTURE IN X-RAY AND GAMMA-RAY IMAGING**

Coded aperture cameras were originally invented for X-ray astronomy [2], [34], and they have been primarily used for X-ray and gamma-ray imaging since then [3], [4], [32], [35]. For instance, SWIFT space telescope (see Figure 9) is a multi-wavelength space telescope currently in use for observing gamma ray bursts [36].

Image formation in a lens-based camera can be viewed as a one-to-one mapping of points at a focal plane in the scene onto a sensor. A lens is a refractive element that manipulates light wavefronts such that all the light coming from a certain direction in the scene converges to a particular location on the sensor. Visible light can be easily manipulated using transparent materials, such as glass and plastic, that have a large refractive index. Therefore, lenses for visible light are easily available at low cost.

High energy radiation beyond the visible spectrum, such as X-rays and gamma-rays, are routinely acquired in radiology, screening, and astronomy applications. Imaging these radiations enables us to look inside a human body for medical diagnosis, screen luggage at the airports, and observe black holes and supernovae in the cosmos. However, X-rays and gamma-rays are not as easy to manipulate with refractive optics as visible light. Therefore, the methods for imaging high-energy radiations primarily rely on reflection or diffraction optics.

The classical imaging architectures for X-rays and gamma-rays use a collimator in front of a sensor. A collimator typically consists of a thick sheet of lead or other material opaque to the incoming rays with multiple holes. Every sensor pixel behind a hole has a narrow field of view, since only a small cone of light in a particular direction can travel through each hole. Thus, a collimator localizes the directions of the rays reaching the sensor. Light from multiple locations and angles can be recorded by moving the collimator and the detector accordingly. The two primary drawbacks of collimator-based imaging are (i) light throughput is extremely low, since the collimator allows only a fraction of incoming light to reach the sensor, and (ii) the recorded image has a low angular resolution, because every sensor pixel records the average intensity of light over its entire field-of-view.
SWIFT/BAT Imager with coded aperture mask

Fig. 9: SWIFT is a multi-wavelength space observatory dedicated to the study of gamma-ray bursts. Its burst alert telescope (BAT) uses a coded mask to detect gamma ray burst events and compute their coordinates in the sky. The D-shaped coded aperture mask is made of nearly 54,000 lead tiles [36].

A coded aperture-based imaging system offers better light efficiency and angular resolution as compared to either a pinhole- or collimator-based system. A coded aperture camera consists of a mask with transparent and opaque features placed in front of a sensor. Light from any particular location in the scene casts its unique shadow of the mask on the sensor plane. Therefore, each sensor pixel records a coded multiplexing of light from multiple scene locations. The relationship between the sensor measurements and the scene intensities can be described as a linear system, which can be solved using a computational algorithm.
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