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Introduction
With the popularity of mobile wireless devices soaring, the wireless communication market continues to see rapid growth. However, with this growth comes a significant challenge. Many applications, such as digital video, need new high data rate wireless communication algorithms. The continuous evolution of these wireless specifications is constantly widening the gap between wireless algorithmic innovation and hardware implementation. In addition, low power consumption is now a critical design issue, since the life of a battery is a key differentiator among consumer mobile devices. The chip designer's most important task is to implement highly complex algorithms into hardware as quickly as possible, while still retaining power efficiency. High Level Synthesis (HLS) methodology has already been widely adopted as the best way to meet the challenge. This article gives an example in which an HLS tool is used, together with architectural innovation, to create a low power LDPC decoder.

High Level Synthesis Methodology
HLS methodology allows the hardware design to be completed at a higher level of abstraction such as C/C++ algorithmic description. This provides significant time and cost savings, and paves the way for designers to handle complex designs quickly and efficiently, producing results that compare favorably with hand design.

HLS tools also offer specific power-saving features, designed to solve the problems of power optimization. In any design, there are huge opportunities for power reduction at both the system and the architecture levels. HLS can make a significant contribution to power reduction at the architecture level, specifically by offering the following:

- Ease of architecture and micro-architecture exploration
- Ease of frequency and voltage exploration
- Use of high level power reduction techniques such as multi-level clock gating, which are time-consuming and error-prone when done manually at the RTL level
- Power-saving opportunities at the RTL and gate-level are limited and have a much smaller impact on the total power consumption.

Low-Density, Parity-Check decoders
Forward Error Correction (FEC) coding, a core technology in wireless communications, has already advanced from 2G convolutional/block codes to more powerful 3G Turbo codes. Recently, designers have been looking elsewhere for help with the more complex 4G systems. A Low-Density, Parity-Check (LDPC) encoding scheme is an attractive proposition for these systems, because of its excellent error correction performance and highly parallel decoding scheme.

Nevertheless, it is a major challenge for any designer to create quickly and efficiently a high performance LDPC decoder which also meets the data rate and power consumption constraints in wireless handsets.

LDPC decoders vary significantly in their levels of parallelism, which range from fully parallel to partially parallel to fully sequential. A fully parallel decoder requires a large amount of hardware resources. Moreover, it hard-wires the entire parity matrix into hardware, and therefore can only support one particular LDPC code. This makes it impractical to implement in a wireless system-on-a-chip (SoC) because different or multiple LDPC codes might need to be supported eventually. Partial parallel architectures can achieve high throughput decoding at a reduced hardware complexity. However, the level of parallelism in these instances has to be at the sub-circulant (shifted identity matrix) level, which makes it code-specific as well and therefore can be too inflexible for the wireless SoC.

This article looks at exploring the design space of scalable parallel realizations of LDPC decoders using a high level synthesis (HLS) methodology. Under the guidance of the designers, HLS can effectively exploit the parallelism of a given algorithm. The article demonstrates how two scalable parallel LDPC decoding algorithms can be implemented by the HLS tool to produce area and power-efficient hardware.

High Level Synthesis
For this example, the high-level synthesis tool used was PICO C-Synthesis tool, which creates application
accelerators from untimed C for complex processing hardware within the video, audio, imaging, wireless and encryption domains.

Figure 1 shows the overall design flow for creating application accelerators using HLS. The HLS system automatically generates synthesizable RTL, customized test benches and SystemC models, as well as synthesis and simulation scripts. Its methodology is based on an advanced parallelizing compiler, which finds and exploits parallelism at all levels in the C code, and on a multi-level hierarchical synthesis technology, giving results which compete favorably with manual design.

The Decoding Algorithm
This article focuses on a special class of LDPC codes called block-structured LDPC codes, which have been adopted by many new wireless standards (IEEE 802.11n, IEEE 802.16e). As shown in figure 2, a block-structured parity check matrix can be viewed as a two-dimensional array of square sub-matrices.

For this project, the scaled-minsum decoding algorithm is used, with a layered message passing scheme. This algorithm can reduce significantly both memory usage and logic complexity, while still offering a nearly optimal decoding performance.

Architectural Design
We explored two design architectures.

1) Per-layer decoding architecture

One of the key challenges for the task was the absence of literature about the VLSI design of LDPC decoders with scalable parallelism. The parity check matrices vary widely between different wireless standards, so the designers initially had difficulty in finding the right matrices for this particular decoder. In this example, the HLS tool was used to create scalable decoder architectures automatically. By instructing the HLS compiler to unroll loops in a particular sequence, it was possible to realize multiple parallelism levels which could tailor the throughput according to the application requirement.

To implement the algorithm in hardware, a block-serial scheduling algorithm was used, in which the data in each layer was processed block-column by block-column. For this case study, a WiMAX LDPC decoder with a code length of 2304 and ½ rate was described using sequential untimed C Code. Figure 3 shows the corresponding HLS generated hardware architecture block diagram. The C code on the left has been mapped onto a Pipeline of Processing Arrays (PPA) template architecture.
The design determines the following steps:

The top level LDPC decoder() will loop over I iterations
During each iteration, it loops over L layers of the parity check matrix, and calls decoder-core1() and decoder-core2()
The for loops in both decoders are unrolled
The for loop in barrel_shifter is also unrolled to shift P message as an array of 8-bit
If all parity checks are satisfied, or the maximum number of iterations is reached, the top level function can return early

2) Multi-layer Pipelined Decoder Architecture

It is also possible to do pipelined processing between layers, using additional conflict detection logic. The per-layer decoding architecture described above, in which each core is independent because there is no data dependence between them, only uses about 50 percent of its capacity. Multi-layer architecture, however, allows one core to operate on the current layer while the other begins work on the next layer of the matrix. This architecture is similar to the per-layer variant, but each core has its own copies of arrays, and the core utilization is now almost 100 percent.

Figure 4 compares the latency and area of these two architectures. In the analysis, RTLs for both designs are generated by the HLS tool, and are synthesized using Synopsys Design Compiler on a TSMC 65nm technology. Note that the area value shown in Figure 4 is the total standard cell area. This gives a fair comparison because the two architectures require the same amount of external SRAMs. The diagram shows that both latency and area increase as clock frequency increases. This is expected, as the HLS tool adjusts the design to find the best solution for a given target clock frequency. The two graphs also show that the two-layer pipelined design gives almost twice the performance of the per-layer design at a cost of only about 20-25 percent more area.

Low Power Implementation via Clock-Gating

Hardware generated by this particular HLS tool is inherently power-aware. Moreover, it allows power to be significantly decreased through the use of architecture-level clock-gating.

The automatic, multi-level clock-gating technique offered by the HLS tool enables a designer to optimize power at the system level, eliminating all manual work. The tool provides block-level clock-gating, shutting off the clocks to entire processing blocks at any level of the hierarchy to minimize power at an architectural level. A designer can use directives to specify where to insert clock-gating, and leave the rest to be done automatically. The clock-gating feature also has the added benefit of allowing the designer to make changes at any time without having to impact the algorithm or the code. In traditional RTL design, designers can only insert clock-gating at a block level if they already know when the block will be inactive, which requires significant manual analysis. For this design, the HLS tool built a clock-gating infrastructure which could turn off complete blocks at the top level of the design, using control logic to indicate precisely when each block could be left idle.

Table 1 below compares the power consumption of a pipelined LDPC decoder with and without clock-gating (external SRAMs are not included in the analysis). A 29-percent reduction in "sequential internal power" and a 20-percent reduction in total power consumption was achieved by using multi-level clock-gating feature of the HLS tool. These power savings are in addition to the power savings given by register-level clock gating.

Results

An LDPC decoder supporting the IEEE 802.16e WiMAX standard was implemented in untimed C. The HLS tool was then used to produce Verilog RTL for both the per-layer and the two-layer pipelined architectures. Table 2 below compares the current design to a manual design*. Since the two designs operate at different clock frequencies, the table shows the normalized area, power and performance numbers. The current design achieves significantly better performance at less than half the power consumption and the same area as the manual design.
These results are achieved both by architectural innovation and HLS tool utilization.

**Conclusion**

The chip designer's challenge today is to rise to the consumer demand for increasingly complex wireless devices, without compromising on power consumption. New ways of looking at chip architecture, and new tools to create it, can provide the solution. In this example, HLS methodology with multi-level clock-gating for low power design and innovative architectures were the keys to achieving a low power, LDPC decoder for today's consumer mobile device market.